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Abstract 

Tno aspects of the current electromagnetic (EM) environment having great significance for NATO systems are: 

(a) 

@) 

electromagnetic interference (EMI) arising from both natural and man-made sources; 

electromagnetic compatibility (EMC), i.e. the ability of an EM system to function as specified without being susceptible to 
EMI, and without itself generating excessive EM1 which would cause other systems to malfunction. 

The Lecture Series Will first set EMC in a NATO operational context. Major EM1 generation mechanisms will then be reviewed 
and their characteristics outlined. The manner in which EM1 energy couples into EM systems will he discussed, together with 
the analysis and modelling tools available to assist in computing such interactions. 

Modern EMC testing methods and environments will then he examined and their limitations indicated. The relationship 
between NATO and civilian EMC requirements will he examined in the light of the European Community EMC Directive. 
Consideration will also be given to the problems of spectrum management and conservation as they affect systems intentionally 
radiating EM energy, e.g. radio, radar, etc. 

Finally, design principles and techniques for EM systems with effective EMC characteristics will he presented. A Round Table 
Discussion will enable attendees to interact in some detail with the lecturing team. 

This Lecture Series, sponsored by the Electromagnetic Wave Propagation Panel of AGARD, has been implemented by the 
Consultant and Exchange Programme. 
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Abrbge 

Les deux aspects du milieu ilectromagnitique (EM) actuel qui revitent une importance particuliire pour les systimes mis en 
oeuvre par les pays memhres de I'OTAN sont: 

(a )  

@) 

Les interfirences electromagn6tiques (EMI) criies aussi bien par des iliments naturels qu'anificiels. 

La compatibiliti ilectromagnitique (EMC), qui est I'aptitude d'un systime EM i tenir les specifications sans itre 
sensible I'EMI et sans ginerer lui-mime des perturbations EM1 excessives qui perturberaient fortement dautres 
systemes. 

Le cycle de  conferences situera d'abord I'EMC dans son contexte operationnel au sein de I'OTAN. Les principaux mecanismes 
genirateurs SEMI  seront ensuite i t u d i b  et leurs caractiristiques indiquies. La maniire dont I'energie EM1 est couplee aux 
systemes EM sera discntie, ainsi que les moyens danalyse et de modelisation proposes pour le calcul de telles interactions. 

Lcs mithodes et les environnements d'essai EMC modernes seront passes en revue, avec indication de leurs limitations. Le 
rapport qui existe entre les hesoins de I'OTAN et ceux de l'industrie civile en matiire d'EMC sera examine i la lumiire de  la 
directive de la communaute enropienne sur I'EMC. II sera tenu compte igalement des problimes de la gestion et de la 
conservation du spectre dans la mesure ou ils ont une incidence sur les systkmes qui ont pour fonction I 'hission de 
rayonnements EM, i savoir les systimes radar, radio etc ... 

Enfin, les principes et les techniques qui permettent la realisation de systimes EM dotes de caracteristiques EMC effectives 
seront prisentees. Une table ronde organisie en fin de siance permettra aux participants de discuter des points particuliers 
avec les conferenciers. 

Ce cycle de  confirences est present6 dans le cadre du programme des Consultants et des Echanges, sous I'igide du Panel 
A.GARD sur la Propagation des Ondes Electromagnitiques. 
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INTRODUCllON &OVERVIEW: 
ELECTKOMAGNETIC INTERFEKENCE & ELECIRO.MAC;NETIC COMPATlRlLl~Y 

M Damell 
Hull - Warwick Conimunications Rcscarch Group 

Deparuncni of Electrons Engineering 
Unibcnity of Hull 

llull HU67KX 

Electromagnetic interference (!XI) and electromagnetic 
compatibility (EMC) are topics which have been of concem to 
the military community for many years. and especially during 
the pasthalf century whenelectrical andelectronicequipmenu 
have proliferated. The ability of NATO forces to operate as 
planned over the complete range of operational scenarios is 
critically dependent on the correct functioning of a wide variety 
of electromagnetic (EM) systems, both individually and col- 
lectively; therefore, any foreseeable interactions and perform- 
ance degradation of such EM systems must he minimised - 
prcferably by effective design. 

Excessivegenerationof,or susceptibility to.EMnoise and 
interference, resulting in inadequate EMC. is one potential 
soi.uce of interaction and performance degradation which may 
result in reduced operational effectiveness. Forthis reason, the 
importance of achieving EMC has been stressed within NATO 
for. at least the last two decades; bodies such as the EMC Sec- 
tion within NATO and the NATO EMC Advisory Group have 
been responsible for a continuing appraisal and analysis of 
acrual and predicted EMC problems, leading to recommenda- 
tions for action and specific projects. Within AGARD. the 
Electromagnetic wave Propagation Panel (EPP) and Avionics 
Panel (AVP) have also continued to promote scientific analy- 
sis and discussion of EM1 and EMC problems, eg (AGARD, 
1974) and (AGARD, 1987). 

In general. it can be stated that the military EM environ- 
men1 is reasonably well defined in terms. say. of maximum 
threat levels; hence, it has also been possible to quantify EMC 
requirements with adegreeofprecision. Inthe civiliandomain, 
however, an informed appreciation of the significance of E M  
and EMC has been slower in developing, probably because, 
urtil relatively recently. that environment had a much lower 
average density and variety of EM systems than the typical 
military situation. Over the past decade, the civilian envimn- 
ment has become increasingly "rich" in sources of EM1 and 
he.nce achieving EMC has now become a significant concem. 
Increased awareness of the likely implications of the installa- 
tion of a vast range of EM equipments andsystems, unspecified 
fmmanEMC viewpoint, has led to anincreasinglycomprehen- 
sive range of specifications and standards, culminating in the 
farmulation and ratification of the EMC Directive by the 
Ellropean Community (EC Council Directive, 1989), by which 
virtually all EM equipments and systems manufactured and 
sold in the EC will be subject to legal EMC requirements with 
effect from 1992. 

An increasing number of EM systems continue to be 
dcployed for military purposes; thesenow haveto take account 
not only of other military systems, hut also of the parallel 
increase in civilian systems. In addition, it is becoming more 
common for sub-systems. developed primarily for civilian 
purposes. to be incorporated intomilitary installations - atrend 

UK 

which is likely to escalate as the specifications of civilian 
systems improve. Also, a prolonged period of reduced intema- 
tional tension in the NATO theatre of operations is likely to 
lead toproportionately lowermilitary budgets and expenditure 
on military EM systems. Thus, there will he an increased 
economic impetus in favour of civilianprogrammes. Again, i t  
becomes probable, therefore, that military system designers 
will have to make greater use of, and adapt, primarily civilian 
EM equipments and systems to meet thcirrequirements. Thus, 
military EMC planners and designers must be aware of related 
civilian developments. 

One specific area in which the requirements of military 
and civilian systems are, lo some extent. in conflict is in radio 
spectrum allocation. Increased numbers of civilian radio sys- 
tems and services are creating a situation in which civilian 
bands are becoming progessively more congested and there is 
pressure to release bands in the spectnun which are currcntly 
largely assigned to military users. Also, the general levcl of 
manmade radio noise in all bands, due to a proliferation of EM 
systems. can be expected to become greater with timc. A 
combinationofreduced specmm availability and higher noise 
levels inevitably puts an increased emphasis on the EMC 
aspects of radio-based systems, in both military and civilian 
contexts. 

EMC is a term which can mean"a1l things to all men", and 
so it is appropriate here to provide a formal dcfinition which 
will apply in this Lecture Series. There are two aspects to the 
definition (Darnell, 1988). ie EMC describes 

(a) theextent to which agiven EM system can function 
according to its design specification without generating EM1 at 
a level which would cause other specified EM systems to 
malfunction - the "emission" aspect; 

(b) the extent to which a given EM system can function 
according to its design specification in a defined EM1 environ- 
ment without itself malfunctioning - the "immunity" aspcci. 

It is seen, therefore, that EMC is %-directional" in that i t  
is concemed bath with EM energy emitted by a system and 
energy absorbed by a system. Essentially, therefore, EMC 
specifications and standads are concemed with the control of 
the "interface" between an equipmenUsystem and its EM 
environment; Fig. 1 shows this interface diagramatically. On 
either side of the interface illustrated in Fig. 1. are listed a 
number of factors and trends which are tending to make the 
attainment of EMC a more difficult iask as time progresses. 

As an introduction to the detailed specialist lectures thai 
follow, a brief overview of the objectives and content of 
Lecture Series No. 177 will now be given. 



The firsttwolectures arcofafundamentalnatureand will 
providc essential introductory background material. Initially. 
the lecture on “Natural and man-made noise a id  interference: 
mcchanisms and characteristics” will survey naturally-occur- 
ring and man-made noise and interference sources which have 
the potential to degrade the performance of NATO EM equip- 
menu and systems of various types. The source mechanisms 
will be described, together with their spectral “signatures” in 
the various bands of the radio spectrum. Analysis models for 
the cffccts of internal and extemal sources of EM1 on EM 
system performance will also be presented. T h i s  will then be 
followed by a lecture on “Propagation and coupling mecha- 
nisms”which willprovideadescriptionofthephysical basis of 
EM theory rcquircd to appreciate the coupling phenomena 
which can give rise to a lack of EMC. 

In order to be able 10 treat EM1 and EMC problems in a 
quantitativemanner, itisneccssary u) beable toapply system- 
atic analysis and modelling procedures. The lecture cntitled 
“Numerical analysis and modelling techniques” will describe 
a range of such techniques which can potentially be applied lo 
the EMC analysis of various types of coupling configurations. 
A companion lecture entitled “Cables and crosstalk“ will 
discuss the analysis modcls applicable to thc prediction of 
coupling effects between circuits in close proximity. and 
different conductors in cables. via inadvertent energy transfer 
mechanisms. 

The first day of the Lecture Series will conclude with a 
lecture on “Shielding, grounding and bonding”. Here, the 
principles, practiceand implications ofthese thrcebasic topics. 
of vital importance in achieving EMC. will be outlined. 

Day 2 of the Lecture Series will commence with a lecture 
enti1led”Areview of theNATO EMC analysisprogrammeand 
related civilian developments”. This will describe in somc 
detail specific activities associated with the NATO EMC 
analysis programme, particularly in relation to Frequency 
assignment and planning; in this context, the interaction of 
military and civilian interests will be discussed. 

The following lecture on “Spectrum management and 
conservation” will review the propagation mechanisms avail- 
able to radio systems in the various bands of the radio fre- 
quency (RF) s p e c m .  The way in which frequency planning 
procedures are influenced by thesemechanisms m d  equipment 
characteristics and imperfections will be considered, together 
with spec” control procedures. 

Attention will then be tumed u) common methods of 
assessing EMC characteristics of EM systems in a lecture on 
”Measurement environments and testing”.The various test en- 
vironments available will Se described: their rationale. limita- 
tions and precision will also be examined. 

The final lecture on “Design principles for effective 
EMC”wi1l take asystems level approachtoachieving adequate 
levels of EMC; the basic characteristics of systems affecting 
their EMC performance will be reviewed. and a number of 
design rules postulated. A general approach to rackling EMC 
problcms will be suggested. 

It is obvious that in two days only broad principles and 
essentialconceptscanbepresented by thelectureis. Aconclud- 

ing Round Table session will provide an opportunity for 
participants to discuss with the lecturing team any. possibly 
more detailed. points arising from the individual lectures, and 
to examine general principles in greater depth. 

REFERENCES 

1. AGARD (1974): “Elcctromagnetic noisc. intcrfcercnce 
and compatibility”, Iaint AVPIEPPSymposium, AGARD-CP~ 
159, Paris. 

2. AGARD (1987): “Effects ofelectromagnetic noiseand 
interfcrencc on perfonnancc of military radio communication 
systems”, EPP Specialists’ Meeting, AGARD-CP-420. Lisbon. 

3. CouncilDirective(3rdMay 1989):“Ontheapproxima- 
tion of the laws of the Member States relating to electromag- 
netic compatibility”, published in the Official Joumal of the 
European Communities, No. L 139119 - 26, dated 23rd May 
1989. 

4. Damell, M. (1988): “Electromagnetic compatibility”. 
Manual for Short Course for Engineers and Managers. York 
Electronics Centre, University of York, UK. 
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MORE EM SYSTEMS CAPABLE OF 
BEING AFFECTED BY EM1 

LOWER-WWER LOGIC 
FAMILIES, MORE SUSCEITIBLE 
TO EMI 

NON-METALLIC PACKAGING 
GIVING POORER ISOLATION 

INCREASED NUMBERS OF 
LARGE, DISTRIBUTED EM 
INSTALLATIONS 

NON-EMC-ORIENTED DESIGN 
PROCEDURES USED FOR THE 
MOST PART 

GREATER NUMBERS AND 
DIVERSITY OF EMI SOURCES 

FASTER CLOCK RATES 
SPREADING EM1 ENERGY TO 
HIGHER FREQUENCIES 

MOREMOBILE SOURCES OF 
EMI 

MORE ENVIRONMENTAL 
COMPLEXITY, EG ELECTRICAL 
NON-LINEARITIES 

INCREASE IN EM EMISSIONS 
WITH TIME DUE TO AGING OF 
EQUIPMENT 

iN”% 
(CONTROLLED BY EMUEMC 

SPECIFICATIONS & STANDARDS) 

Fig. 1: EMC as an interface control problem 
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NATURAL AND MAN-MADE NOISE AND INTERFERENCE 
MECHANISMS AND CHARACTERISTICS 

by 

G.H.Hagn 

ABSTRACT 

The objective of the lecture is to define noise (a cause) and~interference (an effect) and describe some of the sources of both 
natural and man-made radio noise and interference which have the potential to degrade the performance of radio and other 
electromagnetic systems of interest to NATO. The following types of sources will he included: natural noise (e& from lightning, 
the sun and the cosmos), and man-made noise (e.g., from cxtcrnal sourccs such as powerlines and ignition systems and from 
sources internal to a receiving system associated with electronic devices and components). The source mechanisms will he 
discussed as well as the characteristics of the sources and their “signatures” in the bands from ELF through SHE CClR 
estimates of worldwide minimum effective antenna noise figures versus frequency and empirical noise models (for noise of 
natural and man-made origin) will he presented and discussed. Modeling thc compositc noise environment generated by 
multiple types of sources will be discussed. The analytical noise models of Hall and Middleton will he described. The proper 
combining (in a model of overall system noise figure) of the predictions of models for individual external and internal noise 
sources will he discussed. The effect of noise on analog voice and on digital communications systems will he discussed. HF 
channel occupancy and band congestion will be defined, and the measurement and modeling of congestion will be discussed. 
Noise measurements and standards will be reviewed, and future noise trends will he discussed. 
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Propagation and Coupling Mechanisms. 

Dr A.C. Marvin 
Senior Lecturer, Department of Electronics. 

University of York, York YO1 5DD. 
United Kingdom. 

S fl m m a  r y . 
This lecture aims to cover the background 

electromagnetic theory needed to understand the 
phenomena that lead to EMC problems, 
techniques used to alleviate the problems and 
the measurement techniques used to assess the 
pi-oblems. 

the 

The lecture starts with a discussion of the 
concepts associated with vector and scalar fields, 
and then review Maxwell's Equations and their 
solution in  the form of electromagnetic waves. 
The structure and properties of electromagnetic 
waves are reviewed. 

Concepts associated with inductive and 
radiative coupling between circuits will be 
d w u s s e d ,  and the boundary between the two 
coupling types is  explored in terms of the 
separation of the coupled circuits as a fraction of 
the wavelength. 

In view of the limited time available to 
cover this revision material, the approach during 
the lecture will be intuitive. The lecture notes 
contain a more rigourous mathematical 
t r e a t m e n t .  

I n t r o d u c t i o n .  

In order to understand the causes and 
solutions of Electromagnetic Compatibility 
problems it is necessary for the engineer to have 
a working knowledge of electromagnetics. This 
subject is  traditionally unpopular with 
engineering students as  many of the concepts 
involved seem to be abstract, and the 
mathematical formulations required to make the 
analysis tractable are often unfamiliar, not being 
seen in other branches of electrical engineering. 
Ilnfortunately, there are no short cuts to a proper 
understanding of the subject, however, much can 
be gained by an appreciation and application of 
the important results of electromagnetic theory. 
In this lecture I have attempted to distil the 
important results and concepts concerning 
electromagnetic waves and to use them to 
describe the propagation and coupling of waves 
in and around a system. The lecture attempts to 
lay a foundation for others on more specific 
topics of concern in the study of Electromagnetic 
Compatibility. For a more detailed treatment the 
leader should consult one of the many books on 
the subject. Two I have found to be readable and 

useful, and these I recommend to students and 
those who need a refresher course. They are the 
books by Christopoulos [ l ]  and Liao [Z]. 

1 )  Field Concepts  a n d  Basic 
E l e c t r o m a g n e t i c s .  

In dealing with electromagnetic 
interference and electromagnetic compatibility 
we are concerned with the generation, 
propagation and measurement of electric and 
magnetic fields. It is useful, therefore, at the 
outset to review the concepts associated with the 
physical phenomena described as fields. 

Definition; If a physical phenomenon exists and 
can be measured over a volume of space, then 
the phenomenon can be described as a field. 
Graphical or other visual representations of the 
magnitude of the field are described as field 
plots. 

One of the most common field plots in 
everyday use is a weather map. The isobars on 
the map are a contour plot of the atmospheric 
pressure at  sea-level over part of the earth's 
surface - a two dimensional pressure field plot. 
Atmospheric pressure has a magnitude but no 
direction associated with it. The air can exert a 
pressure in any direction. The pressure field is 
thus a sca la r  field. 

The  isobars on the weather map are also an 
indication of the atmospheric wind direction at 
heights around 500m above the ground. As such, 
they are also a plot of the wind velocity field. As 
this field has both magnitude and direction. it i s  a 
vector field. 

In electromagnetics we are concerned with 
both scalar and vector fields. 

If a scalar field is differentiated with 
respect to position, the result is a vector field. For 
example, if the height information of land on a 
map is regarded as a plot of a scalar field, then 
the result of differentiation is the gradient of the 
land which has a direction associated with it - e.g. 
the land slopes to the north. 



Electr ic  Fields. 

The concept of an electric field arises out of 
Coulombs Law describing the observed vector 
force F* experienced by two point charges Q1 Qz 
separated by a distance r as shown in Fig 1.1. 

F = (QiQ2/4rrer2).a12 N e w t o n s  

The term E is the permittivity of the medium 
surrounding the charges and is one of the 
electrical parameters of the medium. The term 
a12 is a unit vector in the direction of a straight 
line joining the charges. 

(*Bold characters are used 
quantities is used throughout this paper) 

to denote vector 

If one of the charges, say Qz is replaced by 
a vanishingly small test charge 6q as shown in Fig 
1.2, which does not perturb the charge Q I  then an 
electric force field E due to the charge Q1 can be 
defined as; 

F = 6 q E N e w t o n s  

and therefore 

E = (Q114rr~r’ ) . a ,  NewtonsICoulomb 

The u n i t  vector is  in a radial direction from the 
charge Q I  towards the test charge. 
The electric force field can be measured at any 
point around Q I  by measuring the force exerted 
on the test charge. It is 
both magnitude and direction and has the units 
NewtonsICoulomh. As the electric force field E i s  
proportional to the magnitude of its source Q1, 
the system is linear and the principle of 
superposition applies. The total electric force field 
at any point can be obtained by vector 
summation of all the contributions from all the 
charges in a system. 

a vector field, having 

A further vector field quantity D the 
electric f lux densify is defined as; 

D = EE Coulombslmz 

or alternatively 

D = Q1/4nr2. a, Coulombslmz 

The electric flux density is independent of the 
medium surrounding the source charge. 

E lec t r i c  Potent ia l .  

In  moving the test charge around in an 
electric force field an amount of work is 
performed. The amount of work required to 
move a test charge from some reference point to 
any point in the space surrounding the charge 
system is independent of the route taken to that 

point, and can be evaluated as the integral of the 
force experienced along the route by the test 
charge. Work is a scalar quantity, and hence a 
scalar work field can be plotted in the space 
around the charge system. This scalar field is 
termed the electric potential field and is the 
amount of work required to move one Coulomb of 
charge from the reference point to a given 
position in space. The natural units of electric 
potential are JoulesICoulomb. By definition; 

11oulelCoulomb = l V o l t  

In elementary text books the reference 
point used to define the potential of a point 
charge is at infinity where the electric force field 
is zero. This gives a potential value V at a 
distance I from a point charge Q of; 

V = QI4aer Volts 

As the potential V is proportional to the 
charge Q, the principal of superposition applies, 
and the potential at a point due to a charge 
distribution can he evaluated by scalar 
summation of the potentials of the point charges 
comprising the distribution. 

As the scalar electric potential field was 
evaluated by integration along a path through the 
vector electric force field, differentiation of the 
electric potential field V with respect to position 
yields the electric force field. 

E = - grad V 

The units of the electric force field can thus be 
re-defined in terms of those of potential. 

INewtonICou lomb = 1 V o l t l m  

where the gradient operator is used to 
differentiate the potential field with respect to 
position. 

Conduc t ion  a n d  Disp lacement  C u r r e n t .  

A material with mobile charge is called a 
conductor. If an electric field is applied to such a 
material the charge moves under the influence of 
the field and a conduction current flows. In most 
materials which are homogeneous and linear, the 
relationship between the applied electric field E ,  
the conductivity a (Siemenslm) and the resultant 
conduction current density Jc is given by Ohm’s 
Law. 

Jc = a E A m p s l m 2  

The time derivative of the electric flux density 
dD1dt also has the units Amps/mz.This is  called 
the displacement current density Jo. 

In a general material with an applied 
electric field E the total current density J is. 



J = Jc + JD = o.E + e.dE/dt 

For sinusoidal time variation at angular 
frequency w this becomes 
J = (o + jwe)E 

Note that the displacement current is in time 
phase quadrature with the conduction current. 
The classification of materials into dielectrics or 
conductors depends on the ratio of the conduction 
current to the displacement current. 

Myagnetic Fields .  

. A parallel set of arguments can be used to 
show the existence of magnetic fields associated 
with the forces observed between conductors 
carrying electric currents. The magnetic field H 
has units A m p s l m .  The force field associated 
with magnetic phenomena is the magnetic f lux 
density B;  

B = p H  Tesla 

Fig 1.3 shows the two short current carrying 
conductors or current elements each of length dl. 
The force F2experienced by conductor 2 is given 
by the vector product; 

FZ = Izdl  x B 1  

where for direct currents B1, the magnetic flux 
density set up by conductor 1, is given by the 
Biot-Savart Law. The term p is the permeability 
of the surrounding medium the material constant 
a:jsociated with magnetic phenomena. 

B i = p . I l d l  x r12 /4m2 

The vector I l d l  represents the magnitude and 
direction of the short current element, the 
convention being that the vector direction is that 
of the current flow. 

F a r a d a y ' s  L a w  of Elec t romagne t i c  
I n d u c t i o n .  

If a loop of wire of area A has a uniform 
magnetic flux density B passing through it, the 
total magnetic f lux cutting the loop is @ where ;  

Q' = IBI.A.Cos0 Webers. 

fl is the angle between a line along the flux vector 
direction and the axis of the loop. If the magnetic 
flux 

. 

changes, a voltage V is induced around the 
loop: 

v =  -d@ldt  Volts 

This is illustrated in Fig 1.4. Faraday's law is the 
basis of the operation of transformers and many 
other devices. I t  is also the cause of many 
spurious coupling problems in and around 
electronic circuits. 

S t a t e m e n t  of the E M U E M C  Problem. 

The  concepts described above should be 
familiar to any electrical/electronic engineering 
student. For the purposes of this lecture series we 
can state them as  follows: 

A system of moving charges gives 
rise to a set of time varying electric and 
magnetic f ie lds .  These fields will interacf 
with other distant mobile charge giving 
rise to electric currents. If the interaction 
is intentional we call it a radio system, if 
not it's EMI. 

2) Maxwell ' s  E q u a t i o n s  a n d  
E l e c t r o m a g n e t i c  Waves .  

The concepts described in  section 1 are 
described fully by Maxwell's equations listed in 
vector differential form below. 

c u r l E  = -dB/dt 

curlH = Jc + dD/dt 

d i v E  = P/E 

divH = 0 

Here Je is the conduction current density 
(Amps/m2) ,  and p is the charge density 
(Coulombs/m3).  These two terms jointly 
represent the moving charges referred to in 
section 1 as the sources of the electric and 
magnetic fields. The four differential equations 
can be solved to yield coupled wave equations 
for the electric and magnetic fields - i.e. an 
electromagnetic wave. Examination of Maxwell's 
equations shows that both field components must 
be present in  the time varying case. If electric 
fields originate from electric charges, then a 
change in  an electric field requires charge to 
move - an electric current, the source of a 
magnetic field, must therefore occur. 

The conventional form of the solution 
assumes that the fields occupy a region of space 



well away from the field sources where both p 
and Jea re  zero. The solution can then be 
configured in the form of a spherical wave 
propagating away from a source region of 
negligible dimensions as shown in Fig 2.1. In 
spherical co-ordinates, with the source at the 
origin and sinusoidal excitation, the field 
equations are; 

E@ = Eo expfiwt).exp(-jpr)/r. ag  V I m  

H $  = Hoexpfiot).exp(-jpr)/r. a$ A I m  

Here w is the angular frequency and p is the 
phase constant defined as; 

p = 2a/h 

where h i s  the wavelength and r is the distance 
from the source. The two exponential terms 
describe the temporal and spatial oscillatory 
behaviour associated with a sinusoidal wave. The 
fields decay at a rate inversely proportional to 
the distance from the source. The power flux 
density of the wave is given by the Poynting 
Vector P 

P = 1/2(ExH*) Watts/m2 

where the asterisk * denotes the complex 
conjugate. The power flux density 
rate inversely proportional to the square of the 
distance from the source as the energy 
propagated by the wave spreads out. As the 
fields are orthogonal to the radial direction and to 
each other, the vector product of the fields gives 
a power flow in the radial direction. 

decays at a 

The ratio of the electric field to the 
magnetic field is  determined by the electrical 
parameters of the medium in which the wave is 
propagating. For a dielectric medium these are 
the permittivity E and the permeability p, and 

E/H = Z = (p/E)1/2. 

Z is the intrinsic impedance of the medium. For 
free space (vacuum, E ~ ,  po) the intrinsic 
impedance is 377R. The wave impedance can be 
used to give other expressions for the power flux 
densi ty;  

For free space the velocity is 3 x 108 m/sec. For 
most dielectric media, the permeability is that of 
free space and the intrinsic impedance and 
velocity are reduced by a factor equal to the 
square root of the relative permittivity (dielectric 
constant) of the medium (E = e o € , ) .  

If the wave propagates into a conducting 
medium, conduction currents are present a s  well 
as displacement currents. The behaviour of the 
wave in the medium depends on the ratio of 
conduction current to displacement current. In  
media that are poor conductors, for example most 
practical dielectrics, the conduction current is 
small (G << WE), and the properties of the wave are 
those of a perfect dielectric of the same 
permittivity with the addition of a small 
attenuation term. The  wave equations become; 

Ee = Eo exp(iwt).exp(-jpr).exp(-ar)/r. a8 V / m  

H$ = HO expfiwt).exp(-jpr).exp(-ar)/r. a$ A / m  

where a is  the attenuation due to power 
dissipation given by; 

a = ( G / Z ) ( ~ € ) ' / Z  

In the case of a good conductor such as a metal (o 
>> we) the solution of Maxwell's equations results 
in a wave that is  heavily attenuated with the 
wave impedance and velocity both substantially 
reduced. The phase constant and the attenuation 
factor are numerically equal and given by; 

a = p = (nfpo)I/z 

where f is the frequency. The situation is 
illustrated in Fig 2.2 where it can be seen that the 
wave fields are attenuated to insignificant 
values in less than a wavelength. As the wave is 
propagating in a good conductor with 
predominantly conduction current, the field 
amplitude is proportional to the conduction 
current in the conductor. As the current decays 
rapidly with depth of penetration, a wave 
entering a conductor from another medium is 
confined to a surface layer of current. The depth 
of penetration of the surface layer is determined 
by the attenuation, and the skin depth 6 i s  
defined as that depth by which the wave has 
decayed to l/e (0.37) of its surface value. 

6 = 1/p P = E212 ar = H2.Z ar Wlmz 

The velocity v 
the  parameters of the medium, and solution of 
Maxwell's equations shows it to be given by; impedance is complex and equal to (1 + j)/oS. 

of the wave is also determined by 
The VeIOCitY is given by w6, and the wave 

For example if copper (0 = 5.8 x 107S/m, p = 471 x 
10-7 H/m) is considered at a frequency of IMHz, 
the following results are obtained; 
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skin depth = 66” 

wave velocity = 414m/sec 

wave impedance = (1 + j)  x 2.6 x IO-4Q 

Compare these with a velocity of 3 xlOSm/sec 
and impedance of 317Q for free space. 

3) T h e  Rad ia t ion  Mechanism.  

The preceding section did not specify the 
source of the electromagnetic wave other than to 
state that a set of time varying charges are 
required. The wave description is  also for a 
region well away from the wave source. In the 
region close to the wave source, the wave 
properties are modified by the proximity of the 
source, and the nature of coupling between 
circuits is  determined by the distance between 
the circuits. Clearly, if the coupling is to be 
understood, the structure of the fields close to a 
radiation source mnst be studied. 

In section 1 it was stated that the sources 
of electric and magnetic fields are electric charge 
p and conduction current density Je ( m o v i n g  
charge). These two sources are related by the 
continuity of current relationship. 

d ivJe  = - dp/ dt 

A:; the divergence of the magnetic flux density is 
zero, a standard vector identity ( div.(curlA) = 0 
) can be used to define the vector magnetic 
potential A such that: 

B = curlA 

curl(grad V) = 0 

can be used to set the Lorentz gauge condition for 
electromagnetic radiation; 

E + dA/dt = - grad V 

In the static case ( d/dt = 0 ) we get the 
relationship used to define electric potential in 
section 1. In the time varying case where the 
charge distribution is changing by means of 
conduction currents the electric field is sourced 
by both the scalar electric potential V (derived 
from the charge distribution) and the vector 
magnetic potential A (derived from the 
conduction current distribution). Thus from any 
current distribution, representing any electronic 
equipment, the electric and magnetic fields can 
be evaluated. It is often computationaly more 
convenient to evaluate the vector magnetic 
potential for a current distribution, thereby 
enabling the magnetic field to be evaluated. The 
electric field can then be found by application of 
the appropriate Maxwell equation. 

In order to illustrate the complexity of the 
field structure close to a radiating source, the two 
elemental source types will be considered. The 
first is the elemental electric dipole or current 
element as shown in Fig 3.1. This comprises an 
isolated current filament of negligible assumed 
diameter and length dl which is small compared 
to the wavelength of the radiation and also to the 
distance from the dipole to the observer at P. 
The current is I and is assumed to be sinusoidally 
varying with angular frequency w .  Evaluation of 
the vector magnetic potential at P and thus the 
fields gives the following result. In spherical co- 
ordinates, the magnetic field has only a $ 
component while the electric field has both radial 
and 0 directed components. Z is the intrinsic 
impedance of the medium surrounding the 
dipole.  

H $  = (I dl / 4 n )  . (l/rz - jp/r) 
exp(jwt - jpr) . Sine . a $  

Ee = (I dl / 4n) . (jwp/r i Z/rz + Ujwer3) 
exp(jwt - jpr) . Sine . ag  

Er = (I dl / 4n) . (2Z/rz + 2/jwr3) 
exp(jwt - jpr) . Case . a r  

The second elemental source type is the 
elemental magnetic dipole or current loop as 
shown in Fig 3.2. In this case the loop of area A 
has dimensions small compared to the distance 
to the observer and the wavelength. The current 
loop has a magnetic field with radial and e 
components and an $ directed electric field. 

E@ = (I A / 4n) . (jZp/rz - Zpz/r) 
exp(jwt - jpr) . Sine . a$ 

For direct currents the vector magnetic potential 
of a current element Id1 can be derived from the 
Biot-Savart Law 

A = p . I d l / 4 n r  

where I is the distance from the current element 
to the observer. 

For oscillating fields at some distance from 
the source retarded potentials must be used to 
account for the finite propagation time of field 
variations. These are of the form; 

V = (Q/4mr).expCjot - pr) 

A = (p.Idl/4nr).exp(jwt - pr) 

The vector magnetic potential can be substituted 
into the Maxwell equation for the curl of E to 
give; 

curl( E + dA/dt ) = 0 

Again a standard vector identity 
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He = -(I A / 4x) . (pz/r - jplrz - l h 3 )  
expfjwt - jpr) . SinO . a13 

H r  = (I A / 4x1 . (iP/rZ -j/r3) 
expfjwt ~ jpr) . cose . a r  

For either source, the field equations can he 
divided into four sections. The first is a source 
term indicating that the radiated fields are 
proportional to the dipole size and current. This 
term is often refered to as the dipole moment. 
The second is a term describing the amplitude 
decay of the fields as a function of distance I. It is 
this term that is of most interest. The third is a 
general wave description of the fields, and the 
fourth is  the directional properties of the fields. 

Returning to the second term i n  the 
equations, it can be seen that the fields decay as 
inverse functions of the first three powers or the 
distance. At large distances from the source, the 
only significant term is the inverse distance term 
resulting in a wave of the type described in 
section 2. For either type of source, the inverse 
distance term is only present in the 0 and @ 
directed components both of which are 
orthogonal to the radial direction of propagation. 
These field components transverse to the radial 
direction of propagation are refered to as the 
radiation fields of the sources. The radial field 
components have only second and third order 
inverse distance terms and are thus insignificant 
away from the source. Note also the Cos0 
directional properties of the radial fields as 
opposed to the SinO directional properties of the 
transverse fields. 
inverse cube and inverse square terms are 
dominant. These are known as the induction 
fields. The boundary between the dominant 
radiation fields at large distances from the 
sources and the dominant induction fields close to 
the sources is  not distinct. A guide can he 
obtained by equating the magnitudes of the 
radiation field and induction field terms. If the 
magnetic field of the electric dipole is used then; 

Very close to the sources the 

I / rz  = p/r 

and 

r = 1/p = h / 2 x  

Thus at distances less than about one sixth of a 
wavelength the induction field terms are 
dominant, and a t  greater distances the radiation 
field terms dominate. At distances greater than 
about one wavelength, the only significant terms 
are the radiation fields. Examination of the field 
equations in  the radiation field region shows that 
they are identical to the spherical wave solutions 
to Maxwell's equations given in section 2 with the 
addition of a term expressing the directional 
properties of the dipole. 

In the radiation field region the two source 
types are indistinguishable. There are no radial 
fields, and the ratio of the electric to magnetic 
fields is  the intrinsic impedance of the 
surrounding medium. The two source types differ 
significantly in  the induction field region where 
l h  << l/rz, Ur3. The differences can be best 
illustrated by examining the transverse wave 
impedances ZT, defined as the ratio of the 0 and 4 
directed field components for 0 equal to n/2, for 
both source types. For the electric and magnetic 
dipoles respectively we have; 

ZTC = I/jwer 

Z T ~  = jwpr 

In each case the impedance is reactive and 
dependent on both distance and frequency. 
Manipulation of the relationship between w and A ,  
the wavelength, gives the transverse wave 
impedances in normalised wavelength terms; 

ZTC = -j(Z/Zx)/(r/X) 

Z T ~  = j(2xZ).(r/h) 

The magnitudes of these impedances are plotted 
in Fig 3.3 for all values of (dh) .  Very close to the 
source the electric dipole has a relatively high 
transverse wave impedance indicating that the 
electric field is  dominant. The magnetic dipole 
has a very low transverse wave impedance 
indicating that the magnetic field is dominant. 

4) Radia t ion  from Circu i t s  a n d  Equ ipmen t .  

An electronic device comprises a large 
number of circuits, each of which may be 
carrying a time varying current and thus 
emitting radiation. At typical clock frequencies of 
IOMHz to 50MHz significant harmonics are 
present to at least IGHz, a wavelength range of 
30m to 300mm. As individual tracks and loops on 
circuit cards have dimensions in the range lOmm 
to IOOmm, they can be considered as elemental 
radiators over most of that frequency range. 
Examination of the equations for the radiation 
from electric and magnetic dipoles indicates that 
the magnitudes of the radiation fields are 
proportional to the frequency and the square of 
the frequency respectively. Thus a circuit 
carrying a digital signal with the time waveform 
and frequency power spectrum shown in Fig 4.1 
will radiate a spectrum modified by the 
frequency response of the radiation mechanism 
as shown in Fig 4.2. The highest radiated fields 
are associated with spectral energy at 
frequencies beyond those normally considered 
important for the operation of the circuit. With 
clock frequencies in the IOMHz to 5OMHz region, 
the radiated energy is predominantly in the 
VHFIUHF frequency range. 



A typical circuit which is small compared to 
the wavelength under consideration may 
comprise both types of elemental source. 
Consider the circuit shown in Fig4.3. If it is 
regarded as an isolated circuit on a circuit card, 
the circuit diagram is  representative of both the 
electrical equivalent circuit and its physical 
layout. Electric currents that circulate around the 
circuit loop clearly give rise to magnetic dipole 
radiation. The presence of the circuit tracks on 
the card means that parasitic capacitance 
between the tracks. The finite load and source 
impedances Zs, ZL give rise to a potential between 
the tracks, and thus an oscillating current 
component flows in the circuit as well as  a 
circulating one as shown in Fig 4.3. This 
oscillating current component gives rise to  
electric dipole radiation. 
dipole is orthogonal to that of the magnetic dipole 
as defined in Figs 3.1 and 3.2 and lies in  the 
plane of the loop. If impedance loading is present 
in other arms of the circuit loop, a second electric 
dipole, orthogonal to the first, with its axis in the 
plane of the loop is present. The total radiation 
from the circuit is  the sum of that from the three 
elemental dipoles. 

exists 

. 

The axis of the electric 

The  relative magnitudes of the individual 
dipole moments depend on the loop area, its 
linear dimensions and the impedance loading 
around the loop. In general high impedance 
circuits have predominantly electric dipole 
behaviour while low impedance circuits behave 
predominantly as  magnetic dipoles. 

As a circuit card has many loops, the 
overall dipole moments of a card, small compared 
to a wavelength, could be derived by summation 
of all the individual dipole moments at any 
particular frequency. In a general electronic 
device, that has cards in more than one 
orientation but is  still small compared to a 
wwelength, a set  of three orthogonal electric 
dipoles and three orthogonal magnetic dipoles for 
each frequency can he used as a complete 
description of the device as a radiation source. 
Clearly such a description is too unwieldy for 
general use. It does, however, serve to illustrate 
the process of radiation from devices. 

In the case of larger equipment, the 
radiation process is more complex. If a standard 
equipment enclosure size is considered, say 19in 
( 0.5m ) along with a power cable of say 2m 
length, then the equipment can no longer he 
considered to be electrically small. In the 
frequency range up to lGHz, the equipment and 
itlj power cable with a maximum dimension of 
2.5m is  up to eight wavelengths in extent. 

. 

Clearly, equipment of this size cannot be 
considered to be a set of co-located elemental 
dipoles, and must be considered as a distributed 
source. The principle of superposition applies, 
and the structure of the equipment can be 
divided into a set of elemental dipoles, each with 

its own current. As the current on one element 
radiates a set of fields that impinge on all the 
other elements, this mutual coupling between the 
elements must be accounted for when evaluating 
the currents on the equipment. There exist a 
number of numerical methods which enable such 
solutions. The most useful one is the method of 
moments developed by Harrington , the computer 
code Numerical Electromagnetics Code (NEC) 
being the most common implementation of this 
method. These are addressed in  the next lecture. 

Such equipment is also likely to be 
electrically screened and so any radiation from 
the equipment will arise from currents existing 
on the outside of the screened equipment 
enclosure and on the power cable, excited by 
fields existing across apertures in the screen. The 
accurate prediction of the radiated fields 
these circumstances is not usually possible as 
such predictions rely on a complete knowledge of 
the current distribution on all parts of the 
equipment at each frequency. As these currents 
are not generally part of the design requirement 
of the equipment, and steps may have been 
taken to prevent them by screening and filtering, 
such detailed knowledge is improbable. The 
values of these currents and hence the radiated 
fields also relies critically on the position and 
orientation of the equipment and its cable. The 
ramifications of this are discussed in the paper on 
measurement environments and testing. 

under 

5. Recept ion of Elec t romagne t i c  Ene rgy  a n d  
R e c i p r o c i t y .  

So far I have concentrated on the 
generation and propagation of electromagnetic 
waves. In this section the reception of waves is 
briefly considered. If any source victim pair is 
considered as  a pair of antennas, one transmitting 
and one receiving, then the operation of the 
receiving antenna would be related to its 
operation as  a transmitting antenna by the 
principle of reciprocity. This is a convenient ploy 
for antenna engineers because it is generally 
easier to describe the operation of an antenna in 
transmission rather than in reception. In the 
reception case the currents induced on an 
antenna by an incident electromagnetic wave 
must be deduced. Reciprocity avoids this difficult 
task. From the viewpoint of the interference 
source victim pair, the electromagnetic reception 
properties of a victim can be deduced from the 
same properties of the victim considered as a 
source. Thus if an equipment has low emissions 
as a result of good electromagnetic design, i.e. 
adequate screening and filtering and good circuit 
layout avoiding large current loops with proper 
decoupling, then the immunity of the equipment 
is likely to be high as the inefficient transmitting 
antenna is also an inefficient receiver. This only 
applies to the electromagnetic aspects of the 
design. If the low emissions are a result of a low 
energy logic family being used in the equipment, 



for example low voltage CMOS, without 
thoughtful electromagnetic design, then the 
immunity may be poor. The amount of energy 
required to disrupt a low energy logic family is 
much less than that required to disrupt a high 
energy logic family such as ?TL. 

6 .  Capaci t ive  a n d  Induct ive  Coupl ing .  

The sections above have concentrated on 
the generation of electromagnetic radiation from 
equipment. The radiation process has been 
described in terms of elemental sources. 
Examination of the field equations for the 
elemental sources reveals that the radiation 
fields are dominant at distances from the source 
greater than h12n, and that they are the only 
significant fields at distances in excess of a 
wavelength. In many cases the potential for 
interference is between equipments that are 
adjacent to each other, with a typical separation 
i n  the order of lm. If the hl2n criterion is applied 
for a I m  separation then coupling at frequencies 
below approximately 5OMHz is by the induction 
fields. 
second or third inverse power, and can be seen to 
be equivalent to the quasi-static fields associated 
with low frequency analysis of inductance and 
capacitance.  

These fields decay with distance as the 

The lower the frequency, the larger the 
equipment separation that can be analysed by 
the quasi-static approximation. At such small 
separations in wavelength terms, the interference 
source equipment and the victim equipment 
cannot be regarded as separate electrically. The 
coupling of interference between them is by 
mutual capacitance and inductance, and the 
presence of say the victim equipment alters the 
parasitic capacitances and inductances of the 
source equipment and vice versa. Under these 
circumstances there is  also likely to be some 
direct electrical connection between the two 
equipments. This may take the form of a 
connection through power cables sharing a 
common phase in the electrical mains, or through 
datalsignal inter-connections. The situation is 
illustrated in Fig 6.1 At these low frequencies the 
distinction between conducted interference, 
cross-talk and inductivelcapacitive coupling 
becomes difficult to draw, as indicated in Fig 6.1 
where an interference current path relies partly 
on capacitive coupling and partly on direct 
conduction. Aspects of shielding grounding and 
crosstalk are discussed in more detail in the 
following lectures. 

The distinction between the low frequency 
quasi-static coupling and the high frequency 
radiative coupling is clear. An appreciation of the 
mechanisms operating i n  the intermediate 
frequency range is more difficult to come by. The 
quasi-static analysis works well for equipment 
separations up to around hi10 and adequately 

for separations up to hI2rr. For separations of k or 
more the radiation model is appropriate. The 
problem is also illustrated by the wave 
impedance relationship shown in Fig3.3. The 
quasi-static analysis corresponds to the purely 
reactive impedance region, whereas the radiation 
region corresponds to the 377Q region. In the 
intermediate region the wave impedance is 
complex, and the field decay function is depends 
on more than one inverse power of distance. If 
inter-connecting cables exist between the 
interference source and victim. The energy 
coupling may be best understood by considering 
propagation along the non-uniform transmission 
line that exists between the equipments. 

C o n c l u s i o n s .  

Jn this lecture I have attempted to 
highlight the more important aspects of the 
gewration, propagation and coupling of 
electromagnetic energy. This is far too large a 
topic to cover in a one hour lecture, and only the 
surface can be skimmed. Some appreciation of 
the basics of this subject is essential for any 
engineer designing or operating equipment 
today's complex electromagnetic environment. 
The lecture has been written with the aim of 
providing the tools necessary to understand the 
lectures that follow on numerical techniques, 
cables and crosstalk, shielding, design and 
measu remen t s .  
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Figure 1.1 
Illustration of the Forces between Two Point Charges. 

Figure 1.2 
Derivation of the Electric Field of a Point Charge. 

Figure 1.3 
Illustration of the Magnetic Force between Two Current 

Elements .  
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Figure 1.4 
Illustration of Faraday's Law of Induction. 
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Figure 2.1 
A Spherical Electromagnetic Wavefront. 
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Figure 2.2 
Wave Penetration into a Conductor. 
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Figure 3.1 
Field Components of an Electric Dipole. 
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Figure 3.2 
Field Components of a Magnetic Dipole. 
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Figure 3.3 
Plot of the Transverse Wave Impedances of Electric and 

Magnetic Dipoles. 
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Figure 4.1 
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Figure 4.2 
Radiated Spectrum of a Digital Pulse Train. 

Power Spectrum of a Digital Pulse Train. 
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Figure 4.3 
Radiating Currents in an Electric Circuit. 
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Figure 6.1 
Schematic Illustration of Capacitive and Inductive 

Coupling between Circuits due to Parasitic Components. 
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1. INTRODUCTION 

This paper deals with the modem computational tools 
which can he exploited in the complex task of assuring the 
electromagnetic compatibility of modem avioniclweapon 
sysrems. The life-cycle of aerospace systems ranges from the 
conceptual stage, to initial design, to prototype test and devel- 
opment, to production design and test, field operation, major 
update or mid-life improvement, interspersed with retrofit 
installation of new systems. In many countries off-the-shelf 
systems are purchased and require integration into existing 
airliames. 

. 

It has often been stated that electromagnetic compati- 
bility or EMC must be designed into systems. This is a 
truism because invariably corrective action is costly. Often 
deficiencies in EMC can be associated with serious oper- 
ational limitations and loss of life, However the attempt to 
design for EMC involves a requirement for the awareness of 
the total set of possible undesired interactions, and their 
consequences as intersystem or inmsystem events in an 
operational electromagnetic environment. The development of 
this awareness is an awesome task. It requires knowledge of 
the: electromagnetic environment, the characteristics of 
ani:ennas in their sited locations, the EMC characteristics of 
avionic, electrical and instrumentation and control systems 
and a knowledge of the coupling modes which can be rel- 
evant. 

For military systems, a coherent methodology is 
implied by the requirements of specifications such as MILE- 
6051 [I]  and MIL-HDBK-335 [2]. These in turn call up 
spxifications and requirements goveming equipment and 
components. The former requires the implementation of an 
overall EMC CONTROL PLAN which eventually would 

. 

Fig. 1 Interference Interaction M a m x  

culminate in the development and execution of an EMC 
TEST PLAN. The intention is that the test plan when proper- 
ly executed, would define all likely operational limitations 
and help define and verify corrective action. It is also appro- 
priate to reflect on what information the EMC engineer might 
have about the environment, equipment, antennas, aircraft 
layout and equiment interconnection during the life-cycle of 
an aerospace system. Understandably, the extent of the infor- 
mation available would govem the type of analysis which 
would be suitable to develop the required awareness of likely 
interactions. Thus the progressive development of a data base 
of relevant information plays an important parl in the 
planning for EMC. 

In AGARD Lecture Series 116, SpinaD] proposed a 
visualization of all potential interference interactions in terms 
of an interaction sample space between emitters and receptors 
in terms of a global wnsfer function matrix T,, as shown in 
Figure 1. The transfer function elements arise from all the 
possible signal coupling paths which can occur between 
systems as represented in Figure 2. The representation of 
these possible coupling paths is the subject of some of the 
other papers in this Lecture Series. The objective of an EMC 
program must be, first to apply engineering judgment in order 
to reduce this matrix to a manageable size, incorporating 
those interactions whose severity must be monitored and then 
address these by computer analysis techniques for further 
evaluation and reduction. 

Emltters Receptors 
C O W ~ I ~  Paths 

Fig. 2 Inmystem EMC Setting 

Two system-level analysis programs are discussed in 
this paper. The lnwsystem Electromagnetic Compatibility 
Analysis Program(IEMCAP)[4] is a comprehensive system- 
level computer analysis program designed to assist in the 
quantification process. A general description is presented to 
make readers aware of its existence and some of its features. 
A smaller interactive program called AAPG: Antenna-to- 
Antenna Propagation with Graphics is described in more 
detail. Both of these foster the progressive development of 
the data base which is essential to any comprehensive 
approach. 



In addition to the modelling required for system analy- 
sis purposes, it is necessary to be able to determine radiated 
field levels or the coupling between antennas more precisely. 
For these purposes computational techniques based on the 
elecmc field integral equation or Transmission Line 
Modelling(TLM), as well as ray-optical methods based on the 
Geometric Theory of Diffraction, can be used. Salient fea- 
tures of the former two methods are presented below. 

2. INTRASYSTEM ANALYSIS METHODS 

About two decades ago, the United States Air Force 
began a co-ordinated effon to address the problem of intra- 
system electromagnetic compatibility. This development 
effort was entitled the Intrasystem Analysis Program(LAP) 
This development effort and the programs, such as IEMCAP, 
which were developed under its sponsorship are described in 
Spina's paper[3]. Not all users are able to take advantage of 
the size and scope of EMCAP, and subsequent to its promul- 
gation, smaller specialized computer codes, such as AAF'G 
were developed. The AAPG code is a computer program 
originally developed in 1978 at Concordia University in 
Montreal under the sponsorship of the Canadian Department 
of Defence. Since 1980, the Defence Research Establishment 
Otlawa (DREO), USAF Rome Air Development Centre 
(RADC), the US Department of Defence Electromagnetic 
Compatibility Analysis Centre (ECAC) and Concordia Uni- 
versity have pursued AAPG developments on a joint basis. 

2.1 Summary of IEMCAP Features 

IEMCAP was designed to satisfy the primary require- 
ments for EMC analysis. The first requirement of an EMC 
analysis program is that it should bring all relevant EMC 
factors into focus. Thus as indicated in Figure 2, all potential 
emitters, receptors and coupling paths must be identified and 
characterized to a minimum level of detail. Geomeuy con- 
siderations and operational scenarios need to be specified. 

Another important feature deals with an interactive 
capability to allow various designs to be compared as to theu 
EMC impact. This allows options to be examined before 
design decisions are firm. Examples of this are antenna 
placement, cable and wire bundling and routing, and fn-  
quency assignments. 

The program should include the capability to vaty 
equipment EMC specifications according to the specific 
electromagnetic environment in which it is to be used. This 
type of analysis requires considerable technical maturity and 
experience on the part of the analyst to keep within safety 
margins when compromises are made. 

Requests for waivers from a system EMC specification 
are common in a new weapon system design. Having a 
waiver analysis capability provides the system planner with a 
useful tool because it removes uncertainties from ad hoc 
waiver decisions by providing some ability to assess its 
impact on the rest of the system. 

An EMC analysis program should have the ability to 
predict EMC problems to the extent that a comprehensive 
EMC profile is produced which can be used to design effec- 
tive test programs. Then when the transfer functions involve 
similar mechanisms, the testing of a dominant few makes for 
an efficient test program which validates the overall predic- 
tion process. 

The final essential feature stressed in IEMCAP is rhe 
intrasystem data base. This contains electrical data which 
describes equipment EMC characteristics, wire routing infor 
mation, the system geometry, electromagnetic apertures, and 
equipment and antenna placement. This information forms 
the baseline from which future EMC analyses can be made in 
a perceptive and effective manner as changes occur or the 
information is refined. 

2.1.1 IEMCAP Capabilities 

A complete description of the capabilities, models and 
operation of IEMCAP is provided by Capraro[4]. The pro- 
gram provides an EMC analysis methodology for a system, 
whether it be ground based, airbome, or a spacelmissile 
system. The basic medium for modelling signals is the fre- 
quency domain. To predict interference for a set of receptors 
due to a set of emitters in the system, each emitter's charac- 
teristics are modelled by its power output, tuned frequency, 
emission specr" in the vicinity of the tuned frequency, and 
spurious-emission levels and frequencies. The model assumes 
that harmonic spurious output levels can be approximated by 
one or more straight-line segments. Spurious output frequen- 
cies are determined by the user or as harmonics of the tuned 
frequency, or generated by the computer code. The illustra- 
tions presented below for AAPG also apply to IEMCAP 
modelling. 

frequency, selectivity curve, spurious response levels, and 
spurious frequencies. It is assumed that the spurious response 
levels can be approximated by one or more straight lines. 
Spurious response frequencies are generated by the code or 
the user must determine these frequencies, external to the 
program, by using available techniques, such as those appli- 
cable to the superheterodyne conversion process. 

The receptor is characterized by its sensitivity, tuned 

Antenna gains are determined by preprogrammed 
equations for low-gain types and medium and high gain are 
represented by multi-level panems, in which each level is 
specified by a gain and associated azimuth and elevation 
beamwidths. Provision is made for three discrete gain levels. 

Various models of coupling or transfer functions are 
included in the program. Filter models used are single tuned, 
transformer coupled, Buttenvorth tuned, low and high pass, 
bandpass, and band reject. The filter transfer models calcu- 
late the "inserrion loss" in dB provided by a filter at a given 
frequency, i.e., the reduction in delivered power due to inser 
tion of a filter. 

There are two antenna-to-antenna coupling models 
available. For ground systems, the propagation model is a 
simplified theoretical ground-wave model which assumes a 
smooth-earth surface with a 4/3 earth radius accounting for 
atmospheric refraction. An inuavehicular propagation model 
calculates the propagation loss associated with an electromag- 
netic coupling path when both emitter and receptor are 
located on the same aircraft or spacecraft. The power 
received is related to the power transmitted, free-space trans- 
mission(Friis equation[8]), and a shading factor due to the 
presence of the vehicle whose bulk may be interposed in the 
region between emitter and receptor. 

- 

Environmental electromagnetic field interaction with 
the system wiring is determined. Extemal fields enter a 
vehicle through dielecmc apertures in the system's skin and 
couple onto wires immediately adjacent. The coupled RF 
energy is a function of the apetam size and location. A 
uansmission-line model is then used to compute the currents 
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induced in the wire loads. These models are described in this 
Lecture Series by Prof. Clayton Paul. For ground systems, 
artificial apertures are required for determining certain field- 
to-wire conditions. 

considers capacitive coupling due to the interwire capacitance 
and inductive coupling due to the mutual inductances between 
the wires. Relatively complex configurations, e.g. 
shielded(sing1e or double), unshielded, twisted pair, balanced 
or unbalanced, can be handled. 

Wire coupling between wires in a common bundle 

The equipment case model mats each case as though 
it were a dipole. The source model assumes a fall off of 
(in<)’, where R is the distance between cases, for both the 
elecmc and magnetic fields. 

Interference is determined by IEMCAP as computed 
point and integrated EMI margins. These represent the ratios 
of coupled power to receptor susceptibility at an individual 
frequency and acrosss a broad frequency range, respectively. 

The data size limits of IEMCAP are shown in Table 1. 

Table 1 
IEMCAP Size Limits 

Equipments 40 
Ports per Equipment 15 
Total Ports(40xlS) 600 
Apertures IO 
Antennas 50 
Filters 20 
Wire Bundles 140 
SegmentsiBundle IO 
WireiBundle 280 

Thus, using IEMCAP, the matrix of EMI margins can 
h: analyzed to obtain the desired reduced sample space of 
interactions for further monitoring. 

1!.1.2 Present Status of IEMCAP . 
The computer program is now distributed by the Data 

dk Analysis Center for Software, operated for the Rome Air 
Development Center by Kaman Sciences Corporation. A 
graphics mode has been added to display emitter and receptor 
s;pecua, antenna locations on the simplified aircraft model and 
IO produce frequency plots of a received signal for an 
cmitterlreceptor pair. 

Work on improvement of the models continues. A 
ircent change to the field-wwire coupling model has been 
(described by Brock et al. [51. A new receptor model develop- 
ment is described by Capraro et al. [6]. Current release is 
under Version 6.0. The program consists of some 16,000 lines 
of ANSI FORTRAN code and has been installed on a variety 
of mainframe systems. Kaman Sciences have also developed a 
PC version which requires a 32-bit co-processor and 2 Mbytes 
of RAM. 

2.2 The AAPG Computer Code 

AAPG has its roots in the IEMCAP analysis formal- 
ism. It uses a similar representation for emitters and receptors, 
a more complex aircraft model representation and similar ray- 
optical coupling paths between antennas. It also uses Geo- 
menic Theory of Diffraction formulations to calculate the 
propagation loss along these paths. For each of the interac- 
tions between a uansmitter and a receiver via their respective 
antennas, AAPG computes the EM1 point margin. Its con- 
siderable advantage lies in its interactive graphics capability 
which is used to present the results of all its operations in 
formats which make visible the constituent components of the 
EMI margin. A description of AAPG was presented[7] during 
AGARD Lecture Series 116. 

The version in wide use at present is Version 07. The 
description below relates primarily to this release. Later, the 
special features of Version 09 are also described. This ver- 
sion is presently undergoing evaluation. Both versions are 
designed to operate with a high resolution graphics terminal 
such as the Tektronix 4014 and a hardcopy unit. The code is 
written in FORTRAN 77 and Version 07 occupies approxi- 
mately 2OOk words of memory. With overlay techniques it 
has been installed on small microcomputers. It has been 
installed also on IBM personal computers driving displays 
with TEK4014 emulation. PC versions for VGA displays are 
expected to be available during 1991. 

2.2.1 The Structure of AAPG 

AAPG fulfils two fundamental objectives: to accurate- 
ly compute EM1 margins and to present the results of these 
computations in a concise, visual manner. It consists of two 
principal software modules: 

a) The Electromagnetic Compatibility Computation 
System (EMCCS); and 

b) The Graphical Data Management System (GDMS). 

The EMCCS, which uses analytic geometry and the 
Geomeuical Theory of Diffraction (GTD), determines geo- 
desic coupling paths and their losses and fills a mass-storage 
data file (MSDF) with the results of its calculations. 

Subsequently, the GDMS accesses portions of the 
MSDF to display those particular aspects of the analysis with 
which the user may be concemed. The GDMS has four 
distinct graphical modules: Frequency Coincidence, Antenna 
Location Display, Propagation Path or EMI Margin Display, 
and Antenna Position Input. These are illustrated below. 

It wiU be seen that from a minimal data base, the Tjj 
interactions between emitters and receptors can be examined 
in Nm. The more meaningful interactions are viewed and 
kept to fom a reduced set from which the more critical ones 
can be identified for corrective action or evaluation by ground 
and flight tests. 

The ease of relocation of antenna systems and the re- 
evaluation of the interference margin on a real-time basis 
provides the user with a dynamic approach to EMC analysis 
that is useful for tolerance studies, The execution of the 
program requires the preparation of an input data file as a 
series of ordered card images. 
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2.2.2 Input Data File 

The Input Data File contains a geometrical description 
of the aircraft and the specifications of the on-board transmit- 
ting and receiving equipment. 

The aircraft model as shown in Figure 5, consists of a 
cylinder representing the fuselage with a cone at one end. 
The conical pomon may be truncated with a flat bottom 
below. Planar segments are utilized to model the wings and 
stabilizers. The user must have access to dimensioned three- 
view drawings in order to create such a model. 

Immediately following the aircraft geometrical data in 
the input file, AAPG expects to read the electronic equipment 
data. The user must group the electronic equipment in trans- 
mittinglreceiving subsystems called ''TRS". 

Each TRS is assigned a name, a security classification 
and will contain technical information on each subsystem 
such as: 

a) Power output for fundamental and up to five higher 
order harmonics and receiver sensitivity threshold, 

b) Tuning range, 

c) Upperflower frequency "roll-off' rates, 

d) 

e) Antenna gain and pattem. 

Identification of the antenna(s) which are used, 

The antenna pattem that is used is a two-level "keyhole" 
pattem with main beam and sidelobe levels specified. 

To facilitate the preparation of the input data set, a 
program called AAPG.DI is available. It prompts the insenion 
of the correct information in fields shown on a PC screen in 
inverse video form. 

2.2.3 The Computation Parameters 

The main objective of the software algorithms is to 
accurately evaluate the magnitude of potential antenna-to- 
antenna coupled interference and compute the EM1 margin. 

The numerical value (in dB) of the EM1 Margin is 
calculated from the following equation. 

where M = EM1 Margin, in dB 

P, Transmitter power, in dBm 

L,, = Transmitter-to-antenna cabling loss, in  dB 

G, = Transmitter antenna gain in the coupling path 
direction, in dBi 

TL = Transmission loss, in  dB 

G, = Receiver antenna gain in the coupling path 
direction, in dBi 

L, = Receiver-to-antenna cabling loss, in dB 

S ,  = Receiver sensitivity, in dBm 

These EM1 margin components, computed at the 
frequency of geatest interference (FGI), can be viewed as 
three distinct blocks. The first and third blocks of data con- 
cern the emitter and receptor information which is entered as 
p m  of the TRS data in the input file. 

The second block or Transmission Loss information, 
represents the data computed by the AAPG code. The TL 
factor contains the loss incurred along the coupling path 
between the two antennas and may be composed of any one 
or a combination of the following: 

a) Free space loss, 

b) Surface Shading loss, and 

c) Edge shading loss, 

The free space loss (LFI) is calculated using the Friis 
[8] formula for point to point spreading loss: 

LS = -20 Log,, (V4rrD) 

where h = wavelength of the interference frequency in 
meters 

D = distance along the path in  meters. 

The surface shadine loss (La), representing the loss incurred 
in wave propagation over a curved-surface or a "creeping 
wave" loss, is evaluated using an approximation based on the 
work of Hassejian and Ishimaru 191: 

La = A/(M + E )  

and A = p,.BS/ 2xhD 

p, = geometric mean of the radii of the spiral end 
points in meters 

0, = angle spanned by the coupling path spiral 

D = spiral distance, in  meters 

and where 

11 = ,005478 for A < 26 
,003340 for A 2 26 

e = ,5083 for A < 26 
,5621 for A 2 26. 

Finally the edge shading loss (J& is evaluated using 
the formulation for edge diffraction presented by 
Kouyoumjian and Pathak [lo]: 

LE = 20 log,,((D,+D,)f(D,+D,))/(r+s)/~E(.j'~'~)) 

where r and s are distances totfrom the sourcelreceiver to the 
diffraction point, and the Dj's are the complex diffraction co- 
efficients, described at length in reference [lo]. 

It can be appreciated that the error-free incorporation 
of these path loss computations into the geodesic algorithms 



It can be appreciated that the error-free incorporation 
of these path loss computations into the geodesic algorithms 
is always problematic. It will be seen that the visualization 
provided by the graphics displays helps in the verification of 
the values and the appreciation of their magnitude. 

2.2.4 Use of AAPG 

Once the EMCCS bas read the input file and com- 
pleted its calculations and stored the pertinent information in 
the MSDF, conml is given to the GDMS. From this point 
on, the user is guided by a series of menu-driven displays. 
The GDMS is controlled by a Display Manager with a menu 
showing the four available options to be selected for display. 
Each of these has its own menu list of options which are 
called up by simple mnemonic commands[7]. 

The Frequency Coincidence Disulav Packaee is 
invariably the fust that is entered. It can be used to generate 
five types of information, all of which pertain to specific 
frequency-coincident receiverttransmitter pairs. The fust of 
these is a summary of coincidence data (Figure 3) listing the 
code numbers of all transmitters which overlap in frequency 
with each receiver. This code serves as an index to the other 
selected displays within AAPG. A line frequency-coincidence 
plot is available to show the frequency overlap of a receiver 
with all coincident transmitters at their operating frequency 

bands and harmonics. A power-versus-frequency plot is also 
available (Figure 4), which overlays the transmitter emission 
specr" and the receiver sensitivity threshold for a particular 
receiver/transmitter pair. This shows at a glance, the power 
level differences which exist and which must be attenuated in 
any coupling paths between the systems. It is common prac- 
tice to represent receiver spurious responses as separate 
receivers and thus make the data base complete. Cursor 
readout of power levels and frequencies are available for finer 
analysis or for flight test planning purposes. 

The Antenna Location Disolay package provides a 
means to view the location and pattem for each antenna 
relative to the aircraft model. This data (Figure 5 )  comprise a 
useful tool to validate the antenna information as to the 
antenna location as butt line, water line, and fuselage station 
on the model and the modelled antenna patterns. 

the antenna pattem diagram, Figure 6,  where all pertinent 
information on each antenna may be examined. AAPG also 
provides the capability to view the platform using full graphic 
options Le., si&, front, top views individually or on a single 
display, which permits viewing the aircraft from any elevation 
or azimuth angle. A close-up view option is also available 
for coupling path displays. 

The antenna pattem can also be verified by accessing 
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Fig. 3 Frequency Coincidence Data Summary 
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The Prooagation Path Displav Package provides a 
means to analyze each interaction, T,, calculated in the 
EMCCS. The user may select the antenna pair for which 
hehhe wishes to perform a detailed analysis. 

The selection of a pdcu la r  T, produces a display as 
shown in Figure I. This display contains the rabulation of all 
the component values used to derive the E M  margin value 
for the worst-case frequency of each transmitter harmonic. 
Al:io present in that display, is the aircraft model with the 
antenna locations and the actual coupling path between these 
antznna locations. The two antennas are well identified in 
this graph and if the users wish to have a closer look at the 
palh, simple mnemonic commands can be entered to have a 
close up-view side view, top view or front view of the plat- 
form (Figure 8). The model can also be displayed from any 
ekvation and/or azimuth. The set of displays and data avail- 
ab:ie in this package provides a means to obtain a detailed 
analysis of each Ti, interaction value. The user obtains an 
appreciation of power levels, frequencies, and a view of the 
path of maximum coupling. Thus he validates the input 
information and appreciates each of the calculation elements. 

, 

- 

The "Antenna Position Input" module permits the 
rel.ocation of each antenna and also allows the user to alter its 
characteristics. By selecting the antenna of interest, a display 
similar to that of Figure 9 can be obtained. By utilization of 
electronic cursor or by typing the coordinates or a combina- 
tion of both, the antenna can be relocated on the two views of 
Figure 9, where both the old and new positions are displayed 
along with their cwrdinates. 

Once the antenna relocation is confmed, the code 
produces a listing of the antenna characteristics which can be 
modified individually. Subsequently, the user executes a 
recompute command which has the effect of recycling the 
entire set of interactions T, and renders available the new set 
of data such that a complete new analysis can be done. A 
previous paper[7] shows example results of such relocations. 
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This process can be repeated as often as necessary to analyze 
or optimize the relocation of an antenna. 

2.2.5 Evaluation Comments 

The AAPG system, even with limited system data, 
provides the EMC test engineer with an appreciation of the 
overall interaction mauix so that he can anticipate difficulties 
and make the best choice of test frequency combinations in 
this total context. In the process he has contact with all the 
modelling elements - input data, aircraft model, antenna 
model and coupling paths. He becomes aware of the power 
level differences and the span of frequencies over which they 
are significant for EMC analysis purposes. The display of the 
coupling path in the simplified model leads naturally to the 
examination of the physical differences between the actual 
aircraft and the model. Coupled with the ability to relocate 
antennas, this feature provides a means to perform a tolerance 
analysis that produces a fuller appreciation of the numerical 
values in each interaction. 

The interactive graphics package with its rapid 
response and comprehensive templates provides a dynamic 
process where the validity of the information is readily evi- 
dent and the EMC evaluation has aspects of visibility that are 
difficult to achieve in any other way. When flight test results 
are correlated with results of such prediction, the combination 
forms a useful EMC core data base that can be exploited 
during the entire life cycle of an aircraft system. Corrobor- 
ations with actual measurements have been presented by 
Hodes and Widmer[lll. 

The path algorithms within AAPG use creeping wave 
expressions which had been validated for a limited UHF and 
IFF data set. Recent measurements [12] at higher frequencies 
and for a variety of antenna positions suggest that an 
improved formulation based on the work of Pathak, Bumside, 
and Marhefka [13] should be sought. important new capabil- 
ities have also been added in Version 09 of the ccde. 

Fig. 7 EM1 Margin Display 
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Fig. 8 Close-up Propagation Path 

Fig. 9 Antenna Position Input 



2.2.6 Features of AAPG Version 09 

The three areas of additional capability that have been 
added in Version 09 of AAPG are: Gaussian approximation of 
the antenna panem, representation of aircraft fuselage cross- 
seclional shapes by multiple points and the possibility to 
include forward and aft cones which may also be tilted. 

For directional antennas, AAPG calculates the gain as 
a function of angle hy assuming a Gaussian falloff in two 
orthogonal planes between the user input values for the main 
beam and sidelobe gains. The Gaussian function in each 
plane is paramehized to the -368 heamwidth of the main 
beam in that plane. An example is shown in Figure 10. 

In addition to the circular cylinder, with or without flat 
bottom, the cross-section of the fuselage cylinder and cones 
can be specified as a series of ndius values from the centroid 
at specific angles. These points are joined within the code by 
spline fitting. This provides more flexibility in the representa- 
tion of modem complex aircraft shapes. The forward and aft 
cones are assumed to have the same cross-sections as the 
fuselage. An example of an Version 09 display is shown in 
Figures ll(a) and Il(h). 

' 

A version of AAPG.DI has been adapted for the prep- 
aration of input data sets for AAPG Version 09. 

3. FIELD COMPUTATIONAL MODELLING METHODS 

In addition to the system level analysis discussed 
above, there are many occasions where separate and more 
detailed field or coupling computations must be undenaken. It 
is always useful to have techniques available for the calcula- 
tion of radiation pattems of antennas for performance assess- 
mmt purposes and for use in deriving their approximations as 
input for a system analysis. 

Moment methods applied electric field integral equa- 
tion formulations and GTDAJTD(Unif0nn Theoty of Diffrac- 
tion) computer codes are the most commonly used insm- 
ments in computational modelling for low and high Frequency 
antennas respectively. At the same time the potential of the 
TLM method is being explored by several investigators. The 
latter method is particularly attractive because of its potential 
in the representation of composite surfaces. 

For frequencies above VHF, GTLVJTD techniques are 
being applied. Molinet[l4] describes the level of model 
complexity which can be achieved by UTD methods at pres- 
ent, Some of the codes described by Molinet are not widely 
available. The Ohio State codes[l5] are in wider use. How- 
ever, most of the examples reponed with GTDiUlD codes 
show results in the roll plane, rather than in the pitch plane or 
volumeuically. Also, the modelling of complex antenna 
source pattems is not completely developed in these codes. 
Readers should consult the references for an appreciation of 
the potential and limitations of these methods. 

3.1 Moment Methods 

There are now a number of computer codes such as 
NEC[16], MININEC[17] and GEMACSL31 which are used for 
low frequency radiation analysis. They use moment methods 
to solve an electric field integral equation @FIE) as applied 
to a wire-grid representation of complex surfaces. NEC also 
allows a surface patch representation, and other surface patch 
codes[l8] are becoming available. h'EC and MININEC are 
distributed by the Applied Computational Elecuomagnetics 
Society[l9] to their members. The following discussion 
applies to the development and use of wire-grid models with 
the NEC ccde. 

. 

Fig. 10 Antenna Pattem Display V.09 
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3.1.1 The Electric Field Integral Equation 

radius much, much less than the wavelength. The current on 
each wire gives rise to an electric field. Thus in Fig. 12, the 
axial surface current density 7; is assumed to be uniformly dis- 
tributed about the wire periphery, hence the cumnt is 
I, =2naJ+ This c m n t  gives rise to an electric field component 
at the observer in the direction 9 given by[16] 

Consider an interconnection of highly-conducting wires, of 

where q is the characteristic impedance of the medium, p is  the 
wave number, and s is distance in direction S at the position of 
the observer. Kernel function G(s,s;) is given by 

. 

where R is the distance from the "source point" on the surface 
of wire #i to the observer. If there are N wires in the grid, then 
the .f component of the electric field at the observer due to all N 
wires is the "secondary field and is given by 

The "primary field" EPhq in a scattering problem is an incom- 
ing plane wave. The boundary condition for thin wires states 
tha.1, at any point on any one of the wires, the axial component 
of the elecmc field must be zero. Thus, if s, is a point on wire 
#k, then the boundary condition states that 

- - - -EFj,,&t) Si 

This version of the EFIE is called Pocklington's Integral Equa- 
tion. 

n5.m 

2 

Fig, 12 A "thin wire" canying current density Ti gives rise to 
an electric field at the position of an observer. 
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Fig. 13 A wire divided into segments, with various ratios of 
the segment length to the radius. (a) ratio 8; (b) ratio 2; 
(c) ratio 112. 

3.1.2 Moment Mefhod Solution of the EFIE 

The numerical solution of the EFLE for an antenna or scat- 
terer made up of an interconnection of thin wires is well-known 
in the literature[20]. In the Numerical Elecuomagnetics 
Code(NEC)[16,21,22]. each wire of the model is subdivided 
into "segments", as illustrated in Fig. 13. The current on seg- 
ment j of wire #i is of the form 

Thus there are three unknown complex-valued current ampli- 
tudes for each segment, and hence 3Ns unknowns in all whex 
N, is the total number of segments. Constraints for determining 
the values of these unknowns are obtained by requiring that the 
current and its derivative, the charge density, be continuous 
functions from segment to segment along each wire. At junc- 
tions of wires, Kirchoff's Current Law must be satisfied. Also, 
an excess charge is permitted to accumulate on the wires adja- 
cent to a junction, and to be distributed among the wires accod: 
ing to the King-Wu junction constraint[l6,23]. These charge 
and current constraints provide a set of Zh: equations. 

"moment method" to satisfy the b o u n d q  condition. Thus a 
"match point" is defined at the center of each segment of the 
antenna, and the EFIE is enforced at that point. Each match 
point provides one linear equation, that is, one row of a "mo- 
ment method" matrix. The NEC code is formulated in such a 
way that the full set of 3N, linear equations is never explicitly 
assembled. Rather, KCL and the charge density constraints are 
enforced as the N,xN,"moment method" matrix is assembled. 

mated in two different ways in the NEC code. These are obtain- 
ed by expanding the kemel function as an infinite series, in 
powers of the wire radius. Retaining only the first term obtains 
the "thin wire kemel" or "normal kernel" approximation. This 
is equivalent to considering that the current flows along the 
centerline of the wire, and that the "match point" is located on 
the surface of the wire. The "extended kernel" approximation 
retains two terms of the power series, and is more accurate 

The remaining set of N, equations a~ obtained by using the 

The integration required by the kernel function is approxi- 



3.1.3 Modelling Guidelines 

The assumption of "thin wires" made in deriving the EFIE. 
the approximations of the kernel, and the approximate solution 
of the EFIE by the "moment method" lead to restrictions on the 
geometry of the interconnection of "thin wires" that the NEC 
program can solve correctly. Table 2 gathers these restrictions 
as "modelling guidelines". The guidelines are based on exten- 
sive tese of the results obtained by solving simple structures 
with the NEC code. Those presented here are based both on the 
NEC User's Guide[21] and the authors' own experience. 

NEC requires that the segments be sufficiently short in 
terms of the wavelength. Segments comparable to ;VI0 are usu- 
ally adequate, but segments shoner than U20 are required in 
critical regions of the antenna. The wires must be "electrically 
thin": wires fatter than U30 are considered in error. The 
approximations of the kernel place restrictions on the ratio of 
the segment length to the radius. If the "normal kernel" is used, 
the segment length is best maintained at least 8 times the radius, 
but acceptable results are sometimes obtained for segments as 
short as twice the radius. Fig. 13 illustrates segments of 
length-to-radius ratio eight in part (a), and two in part (b). If the 
"extended kernel" is used. then the seement length is best kevt ~ ~~~~ 

twicr the radius, but segments as shozas half !Kc rad~us are ' 
sometimes ncceptable. ~llurtrated in Fig. 13(c). 

At *ire junctions. there ax re>trictions aimed at making the 
joined segments not too dissimilar. The ratio of the longest seg- 
ment to the shortest segment length at a junction must be less 
than five. The ratio of the fattest radius to the thinnest radius 
must be less than 10. with values less than five preferred. 
Because the NEC code does not fully use the "extended kernel" 
for segments which are pan of wire junctions[l6], the "normal 
kernel" rules for segment to radius ratio should be applied at 
junctions. Table 2 considers that, for a segment which is part of 
a wire junction, a segment length to radius ratio of six is fully 
acceptable. 

Another imponant restriction applies at a wire junction. 
The match point at the center of any segment at the junction 
must lie outside the volume of all the other wires at the junc- 
tion, or else a "match point error'' occurs. This is illustrated in 
Fig. 14. Part (a) shows ajunction of two wires. each having 
two segments. The segments are relatively fat compared to the 
length, which is a common occurrence in a wire grid. The 
match point on wire #1 lies barely outside the volume of wire 
#2. This is undesirable. Part (b) shows the wires meeting at a 
shallower angle. Now the match point lies inside wire #2, a 
match point error. Part (c) shows the case of a shon wire join- 
ing a longer wire, in which the match point on the first segment 
of the short wire lies inside the volume of the longer wire. It is 
an error to use two segments on the short wire, but it is one that 
is easily made. If NEC is run on a configuration of wires 
including some "match point errors", then the resulting currents 
may be incorrect and can be quite misleading. Clearly this 
guideline limits the angle at which wires can join, in terms of 
the segment length and the wire radius. 

TABLE 2 
SUMMARY OF THE MODELLING GUIDELINES 

A = segment length 
a =wire radius 
1 = wavelength 

SEGMENTS Warning Error 
INDIVIDUAL 

segment length ;V10< A <  ;V5 A > M  

radius 30 <;Vu < 100 ?Ja < 30 

segment to radius 0.5 <&a < 2 &a < 0.5 
ratio 

JUNCTIONS 

segment length 
ratio 

radius ratio 5 < aa,/a,-,, < 10 a&81a,d, > 10 

segment to radius 2 < N a < 6  Ma<2 
ratio 

MRTCH 
POINT 

........................ 

(a) match point close to the other wire's surface. 

MRTCH 
POINT 

....... 

_,*' 

(b) match point inside the other wire's volume. 

@MRT; il POINT , 
: ...................... 2. ...................... 

(c) match point inside the other wire's volume. 

Fig. 14 The match point must lie outside the volume of the 
other wire at a wire junction. 

Modelling guidelines for the spacing of wires concern both 
gross errors, and the "thin wire" assumption. Fig. 15(a) shows a 
pair of nearly-parallel wires which cross, that is, have a com- 
mon point on their centerlines. In the NEC program, if the 
common point is not a segment boundary on both wires, then 
NEC will not form a junction between the two wires, and a 
"crossed wires" error occurs. The configuration of Fig. 15(a) 
also has "match point errors". A typical computer graphics dis- 
play of a wire grid depicts wires by their centerlines, effective- 
ly hiding a crossed-wires error. It is essential that both wire 
radius and segment boundaries be shown on computer graphics, 
as in Fig. IS(a), if the user is to be able to see a crossed wires 
error. 

If two wire centerlines pass closer than the sum of the wire 
radii, then the wires overlap and would have to be physically 
joined. Fig. 15(b) shows an "overlap error" for nearly-parallel 
wires. NEC does not form junctions between wires which over- 
lap in this fashion: they are treated as unconnected wires. 

The "thin wire" assumption requires that the geometry of 
the wires be such that the current flow on any wire is entirely 
axial, with no circumferential component. Funher, the axial 
current density must be uniformly distributed about the wire 
periphery. This requires that wires be spaced sufficiently far 
apart. It is difficult to obtain guidance from the literature on 
just how far. Ludwig[24] recommends several diameters. 
Clearly the wires of Fig. IS(c) are too closely spaced to satisfy 
the "thin wire" assumption, even though they do not overlap. 
This geometry is a "near miss". 

perpendicular wires, using NEC's feature of forming junctions 
at crossing-points if the point is a segment boundary on both 
wires. Such grids often contain errors such that crossing points 
are not segment boundaries, hence contain "crossed wires" 
errors. Then the wires are not joined by the program, and the 
grid does not express the model builder's intentions. 

Wire grids axe occasionally consuucted of nearly- 
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(a) crossed wires. 

.................... ............. ......... (l5i553 .................................................... 

.a2.- 

(b) overlapping wires. 

- .................................................... 

011- 

(c) a near miss. 

Fig. 15 Wire spacing errors for nearly parallel wires. 

A systematic examination of a wire grid geometry file is 
required to ensure that all segments and junctions conform to 
Table 2, that there are no "match point errors", and that the 
spxing criteria are met. Visual inspection of graphics displays 
of various views of the wire grid have proven woefully inade- 
quate for this purpose. Program CHECK[25] examines each 
wire, each junction and each wire pair to ensure compliance. A 
mcdel verified by CHECK is one that is more likely to lead to 
COIXCI results when analysed with the NEC program. 

The "modelling guidelines" are local in nature. They con- 
cern individual segments, pairs of segments at wire junctions, 
and wire spacing on a scale of a few wire radii. To use wires to 
mmiel solid surfaces, guidelines of a more global nature are 
required. 

3.l.4 Wire Grid Guidelines 

In replacing a highly-conducting, continuous surface with a 
grid of wires, fundamental questions arise. What is the best 
grid topology: triangular meshes or rectangular meshes? What 
is the bandwidth of a wire grid of a given mesh size? What is 
thc best wire radius for wires representing a continuous surface? 
The wire grid guidelines of Table 3 provide principles upon 
which a model can be designed. These guidelines are oriented 
towardmodelling complex stmctures such as ships or aircraft, 
often with associated wire antennas. 

A wire grid using square mesh cells requires fewer seg- 
mc:nts per square wavelength to cover a surface than does a wire 
grid using equilateral-triangle mesh cells. Whether the uiangu- 
IW grid offers wider bandwidth in retum for the larger number 
of segments has not been adequately explored[26]. Table 3 rec- 
ornmends an orthogonal grid with square mesh cells. 

- 
TABLE 3 

WIRE GRID GUIDELINES 

1. Use a rectangular grid of wires oriented parallel to edges, 
with wires along edges. 

2. Choose the segment length equal to UIO at the 
highest frequency of the band. Keep the area of the grid 
cells comparable to 

3. Keep grid cells square. Keep the cell area constant, 
hence segment length constant, throughout the grid. 

4. Provide elegant transitions. 
5 .  Put wires where current is expected to flow. 
6. Avoid wires meeting at very shallow angles. 
7. Keep the center of any segment outside the volume of 

any other segment. 
8. Use the "equal-area rule" radius. 
9. All meshes in the grid must have peripheries longer than 

U25. 

3.1.5 Model Development and Results 

The application of the modelling guidelines to the 
creation of models for complex shapes such as aircraft is 
discussed in reference[25]. To assist in the error-free cre- 
ation of a wire-grid or surface patch model, the computer- 
aided system called DlDEC1271 has been developed. This 
acronym means Digitize, Display, Edit and Convert. Vertices 
are created by the digitization of poinw, on aircraft drawings 
or by numerical enfry. The digitization process is accom- 
panied by a multi-ported display of the data. Vemces are 
joined to form the wires and wire segments of the wire grid. 
They can be colour-coded as to radius or length. Editing steps 
can add or delete venices etc.. The final model data set is 
convened to a NEC input data format by a simple uansfonn- 
ation command. 

Results of NEC wire-grid modelling for antennas on 
aircraft, helicopters and ship's topside SmCNres have been 
presented in Lecture Series 165 [281. One of the wire-grid 
models which had been used is shown in Fig.16. It consists 
of 371 wires and 400 segments and in the main, wire radii 
were selected based on the "equal area rule" with some vari- 
ations based on wade-offs with other working guidelines. The 
segment length had been chosen to be 0.1X at 15 MHz. This 
model was executed at 2 MHz increments over the HF band 
for radiation pattems to correspond to measurement frequen- 
cies. Impedance computations are also compared therein with 
measured data. The results show that carefully developed 
models can provide reliable radiation pattems results over the 
entire 2-30MHz band. 

How are these computations related to EMC require- 
ments? Although initially related to systems communications 
performance alone, the results of these computations serve to 
"validate" the computational model. As can be seen from the 
AAF'G discussion, such pattems refine the approximations 
used in this code. The models can be used for computations 
of the near-field at other antenna and weapons locations. The 
computed current distributions on the wire-grid model also 
result in an appreciation of HF antenna coupling as in the 
case of the CP-140 aircraft model shown[28]. Near-field 
intensities are also imponant for estimates of RADHAZ 
conditions. 

Whereas the 400 segment model shown in Fig. 16 
would take approximately an hour on a CYBER 325 main- 
frame available during the development period, it now takes 
approx. 567 secs. on a MIPS desktop which is being evalu- 
ated. Such laboratory computing power allows a new outlook 
on model development, less constrained by the number of 
segments and execution times. 

An extensive re-examination of wire-grid modelling 
guidelines (described above) had been undertaken for an RCS 
project[26]. Applied to the same aircraft, these guidelines 
have resulted in the model shown in Fig.17. This more 
"elegant" model contains 685 segments instead of 400 and 
takes 6128 secs. on the MU'S machine, The model more 
directly results in a finer stmcture at the feedpoints of 
antennas which had been found critical in previous work. 
Thus there is every indication that this would be a safer 
approach for "ab initio" computational model evaluation and 
use. 



Fig. 16 Aircraft Model, 4M) segments 

Fig. 17 "Elcgant" Aircraft Model, 685 segments 

3.2 Transmission Line Modelling 

Transmission-line modelling (TLM) is a numerical 
electromagnetic technique developed mainly by Johns [29; 
..,37] i n  the 70's and 80's. The basic solution provided by 
TLM is the time-domain variation of the fields in a defined 
region of space. Within the region to be modelled, metal and 
dielectric objects can be defined and the boundaries of the 
region can have various properties, such as perfectly conduct 
ing wall 01 a free space approximation. A very good intro- 
duction to the basic theory behind TLM is provided by 
Hoefer [38], but a brief outline will be presented here. 

3.2.1 Outline of TLM 

The basis of the technique is Huygens' Principle [391 
which states that a wavefront can be made up of a number of 
secondary radiators, each producing spherical wavelets. 
These wavelets form a new wavefront which in tum can be 
broken down into a series of wavelets. In TLM, this principle 
is discretized in space and time to allow solution on a com- 
puter. Figure 18(a) shows the formation of a wavefront accor- 
ding to Huygens' and this is shown in Figure 18(b) supetim- 
posed upon a Cartesian mesh in a form suitable for TLM. 
The distance between nodes (dl) and the time taken for elec- 
tromagnetic pulses to travel from one node to the next (dt) are 
related by the velocity of light. 

The 2D Canesian mesh is made up of transmission 
lines, with each node being the junction between four wns- 
mission lines, A typical node is shown in Figure 19 for the 
junction between parallel wire transmission-lines. The rela- 
tionship between a voltage pulse incident upon the node and 

the resulting scattered voltages is defined by a scattering 
matrix. The scattering matrix is given below for the voltages 
scattered at all four ports of the ZD node. The scattered 
pulses immediately become incident voltages upon adjacent 
nodes. An analogy can be formed between voltages and 
cuments on the transmission lines and electric and magnetic 
fields in the region being modelled. The permittivity and 
permeability of the region are defined in the model by the 
capacitance and inductance per unit length of the transmission 
lines. 

/ VI \ / - I  1 1 I \  /v.\ 

At the boundaries of a region a number of options are 
available. In order to model a perfectly conducting wall, all 
transmission lines meeting the boundary are terminated in a 
short-circuit. Alternatively, it is possible to approximate a 
free space boundary by terminating the lines in theu inhinsic 
impedance. ?he free space condition works perfectly for an 
incident wavefront perpendicular to the boundary, but bound- 
ary reflections occur if the wave is incident at other angles. 
It is possible to improve the free space boundary by assessing 
the wavefront angle of incidence at each time step and adjust- 
ing the terminating impedance accordingly, This computation 
has to be performed at every node along the boundary. 
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Fig. 18(a) Wavefront divided into wavelets 
according to Huygens 

* 

Fig. 18(b) Wavefront superimposed on TLM 
mesh showing approximate 
scattering centres. 

2 4 4  

Fig. 19 TLM 2D node made up of parallel wire 
transmission line. 

A metal object within the mesh is modelled in a simi- 
lar way to a perfectly conducting boundary, i.e. by shon- 
circuiting all the transmission lines at the boundary of the 
object. One of the advantages of the TLM technique is the 
ahility to model dielectric and magnetic materials. This is 
achieved by adding an extra stub transmission line at each 
ncde within the object, where the admittance of the stub 
datermines the relative properties of the object. TLM is even 
capable of modelling lossy dielecmcs and this can be 
achieved in two ways. One possibility is to use lossy trans- 
mission lines between nodes, whilst the other used lossy stubs 
at each node to absorb energy from the mesh. The latter 
technique is preferred in situations where the region to be 
modelled is not homogeneous. 

TLM is equally applicable to two and three-dimension- 
al problems. A schematic diagram of the full 3D node is 
given in Figure 20. This is the most efficient and accurate 
3D node and was derived by Johns [401. The basic 3D node 
has a 12x12 scattering matrix, but modelling a lossy dielectric 
requires an 18x18 matrix. Therefore, storage is required for 
18 terms at each node in a 3D mesh. Even a small problem 
requires a relatively large amount of memory. 

The transmission lines in the 3D node do not interact 
with each other and this allows them to have differing prop- 
erties. In this way, TLM can even model substances that 
have anisotropic properties, such as carbon-fibre composites. 

3.2.2 Mesh Construction 

Once a mesh has been set up, the initial step is to set 
the 

excitation is applied and the time domain response is calcu- 

The mesh discretization is critical to an accurate E M  
solution. Effectively, enough nodes must be used to model a 
wavefront accuratelv. Normallv a U10 criterion is used as 

at the nodes Of the to zero' Then an 

lated. Typically, excltatlons are ProiluLed by Setting up pulses 
at a node at the initial time step. In this way it is possible to 
dcduce the impulse response of a skucture. Alternatively, it 
is possible to excite a line of nodes with pulses Of identical 
magnitude which varies over time as sin(wt) to give a plane 
wave of angular frequency w. 

the maximum node spacing per wavelength. If fewer nodes 
are used, the wavefront velocity becomes dispersed until the 
point is reached (at ;V4 spacing) where no propagation occurs. 
This dispersion effect is very dependent upon the direction of 
propagation across the mesh, with maximum dispersion along 
the axes of the mesh and no dispersion at 45' to the axes. 
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Fig. 20 TLM 3D Node showing each arm made up 
of two parallel wire transmission lines. 

3.23 Potential and Limitations 

As a numerical technique, TLM has a number of 
advantages over some computational solutions. It is uncondi- 
tionally stable and computationally simple, the most complex 
operation being a matrix multiplication. Furthermore, because 
no matrix inversion is required, the condition of the matrix is 
unimportant. TLM can also solve certain types of problems 
relatively easily. Some of these, such as lossy dielectrics and 
anisotropic materials have already been mentioned. It is also 
ideally suited for solving problems with internal resonances. 

Disadvantages with TLM include difficulty in repre- 
senting wires of diameter less than the node spacing (which 
most wires are, without very high node density). It is also 
difficult to excite a problem in a practical way, such as volt- 
age source on a structure. The large amount of information 
stored at each node usually limits the size of a problem due to 
the finite computer storage available. 

TLM has many applications, both within elecuo- 
magnetics and outside. For example, it has been used to 
study fluid flow and diffusion problems [41]. Typical elecuo- 
magnetic problems solved by TLM include waveguide propa- 
gation [29,30,32] and screened r w m  resonances. Wave- 
guides have been modelled with dielechic loading 1421 and 
bifurcations [29]. Other examples include direct coupling to a 
transmission line and coupling through an aperture [431. The 
time domain nature of TLM makes it well suited to analysing 
lightning strike and EMF' problems. 

Gothard, German and Riggs [441 use TLM to assess 
the effect of RAM coating on a shipboard HF wire rope 
antenna. The aim in this case is to minimise the RCS of the 
antenna to radars also on-board, thus minimising false targets 
and pattem blockage for the radar. This uses near-field to 
far-field transformation techniques to reduce the size of the 
TLM mesh. 

A number of techniques are available to reduce the 
storage required in a TLM problem. Grading the mesh is one 
possibility 1451 whereby the ;VI0 node spacing requirement 
can be relaxed for regions of the mesh where the fields are 
unimportant. The other altemative is to use a technique 
called diakoptics [46] in which two meshes can be solved 
separately and then joined together. This is applicable where 
only a small pan of a large mesh is changed between sol- 
utions. The majority of the problem can be solved once and 
stored and further modifications require only a solution for 
the pan of the mesh that has been modified. 

4. SUMMARY AND COMMENTARY 

The complex task of ensuring the electromagnetic 
compatibility of modem avioniclweapon systems can be made 
more manageable by the effective use of numerical analysis 
and modelling techniques. The acquisition and use of com- 
puter codes for system analysis and elecuomagnetic modelling 
is rewarded by a clearer appreciation of the individual interac- 
tions between systems and by the definition of coupling 
mechanisms. Such use also involves and requires the gener- 
ation of a progressively improved data base of information on 
equipment characteristics and radiating elements. 

The effective use of these modem computational tools 
does require the mining of technical personnel in the their 
use. Technical judgment must be developed by analysis of 
progressively more complex cases. Awareness of the validity 
of the computational results at each step is most important. 
The validation of computational models is now the subject of 
sub-committees of the IEEE Antennas and Propagation 
Society and the Applied Computational Elecuomagnetics 
Society. A data base of canonical examples and real-world 
practical problems is being generated by ACES in order to 
assist the technical community in this task. It is important 
that usen become aware of the results and in turn share their 
experiences so that duplication of effort and costly erron can 
be avoided. 

* 
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CABLES and CROSSTALK 

SlJbiMARY 
Crosstalk is the unintentional electromagnetic 

coupling between circuits which are connected b parallel 
conductors that lie in dose proximity to each otger. Some 
examples are wires in cable hamesses or metallic lands on 
Printed-Circuit Boards (PCB's). This unintended 
interaction between two or more circuits via their 
electromagnetic fields can cause interference problems. 
Signals from one circuit that couple to another circuit will 
appear at the terminals of the devices that are 
interconnected bv the wires. If thew simals are of 

- 

---- ~~~ - -  ~~ ~~~~~ . , ~~~~ ~ ~~.~ ~~ .~ 
sufficient magnitude or spectral content, they may cause 
unintended operation of the device or a degradation in its 
p:rformance. A summary of the standard models used for 
predicting crosstalk in various type of configurations is 
presented. The discussion will foeus on the relative 
accuracies, re 'om of applicability and computational 
complexity o8he models. A simple explanation of the 
ability (or inability) of shielded wires and twisted pairs of 
wires to reduce the crosstalk will also be given. 

1,INTRODUCTION 
Crosstalk is the unintentional coupling of 

electromagnetic fields between circuits that are connected 
b y  conductors. Fi 
source is conne te f t0  a load via one pair of wires. 
Another source is connected to its load via another pair of 
wires and the wires of each circuit are parallel and lie in 
close proximity. Currents flowing along these wires create 
magnetic fields that couple to the other circuit. Similarly, 
charges on the wires generate electric fields that couple to 
the other circuit. These electromagnetic fields induce 
signals in the two circuits. Portions of these signals, 
alvsl and %vs2, appear at the inputs to ea& circuit. 

1 illustrates this phenomenon. A 

Prediction of these signals at the inputs to the circuits is 
the task in  modehug crosstalk. The essential question is 
whether these unintended sipals will cause the respxtive 
loads to malfunction. 

- 

The objective of this paper is to review the 
standard mathematical models that are used to predict 
this crosstalk. The relative acmacies, computational 
complexities, and relative insights gained from each model 
wi l l  be discnssed. If the crosstalk voltages are of sufficient 
magnitude and/or spectral content to  cause unintended 
operation of the load, certain alternative wiring measures 
may be used to reduce this m s t a l k  to  acceptable levels. 
The typical mwures  are to surronnd the emitter or the 
receptor wires with a shield or to replace either wire with a 
twisted pair. Although i t  is often asaumed that theae 
correction measures will reduce the crosstalk, this is not 
always the ease. Simple explanations of how a shielded 
wire or a twisted pair of wires wil l  or will not reduce 
crosstalk will be given. The key to nndastanding this is a 
low-freanencv. inductive-eaoacitive conoline model. In .~ ~. ~ . . - ~ ~ ~  " 
addition to prondng insight into the phenomenon, this 
simple model allows first-arder predictions of the crosstalk 
that are obtainable with hand calculations. This simple 
low-frequency, inductive-capacitive coupling model kll - -  
also be &sm%d. 

This D a w  is intended to be a review of the various 
aspects of cr&talk. To assist the reader in reviewing the 
applicable literature, an extensive list of publications by 
the author on this sub* is provided at the end of this, 

aper. These publications are grouped in categories to 
Further focns on the applicable reference. These references 
are n u m k e d  aeeordin to the category: A. Books, B. 
General, C. Per-Unit-Lgth Parameters, D. Cable 
Harnesses, E. Ribbon Cables, F. Shielded Wnes, G. 
Twisted Pairs of Wires, H. Effects of Incident Fields, I. 
Digital Computer Programs, and J. Printed Circuit 
Boards. 

II. The Multiconductor lbns" . -on Line (MTL) Model 
The fundamental assumption in crosstalk prediction 

models is that the electric and magnetic fields surrounding 
the conductors satisfy a "ranaverse EkctroMclgnctic 
TE field strnctare in that the electric and ma etic 
belaye in a lane that is transverse (peqmdi&) to 
the line axis fi.I,B.!]. This, assumption considerably 
simplifies the modehug and is enerall valid so long as the 
cross-sectional dimensions of t ie  line {wire separation and 
crom-wxtional size) are electrically small, i.e., much less 
than a wavelength, A, at the frequency of interest. 
Crosstalk prediction models have been investigated by the 
author and are listed in the references. Expenmental data 
that confirm the prediction accuracies of the models are 
docwnented in those publications. The purpose of this 
paper is to summarize those prediction models. 

In order to illustrate the essential features of each 
~~~ ..-. ~ .. ~~~~~ ..-.. ~~~~ .. .-.~ 

model we will consider a tlu-nductor line illustrated 
in Fig. 2. In general, cable bundles and coupled lands on 
Printed-Circuit Boards (PCB's) consist of numerous 

Fig. 2. A thr-nductor transmission line 



parallel conductors that interact. However, it has been 
shown that omitting consideration of the other parasitic 
conductors and circuits leaving a thr-nductor line 
tends to give upper hounds or a worst case estimate of the 
crosstalk. kferences [D.l], (D.21, ID.31 and [D.41 contain 
those data. These data also indicate that the crosstalk in 
a random cable bundle (cable harness) wherein the relative 
positions of the wires are not known and vary along the 
bundle is quite sensitive to this relative wire position. 
Therefore it is appropriate 10 compute bounds on this 
crosstalk rather than attempting an exact prediction. 
Detailed FORTRAN program that compute the crosstalk 

number of coupled conductors, one has no recourse but to 
utilize these types of digital computer programs to 
calculate the uosstalk and little general insight is gained. 
Restricting our discussion to the th rmonduc to r  line of 
Fi 2 will allow considerable insight to be obtained and 
w j b  illustrate the essential points of the more general case 
of a large number of parallel conductors. The effects of 
incident Gelds that are coupled to the Line can also be 
predicted with these digital computer programs, and these 
programs are described in [H.l-8.9 

The three-conductor line of h g .  2 consists of three 
puallel conductors of uniform crossection along their 
lengths. This is refened to as a uniform transmission line 
in  the sense that cross+ctional views of the line at two 
different positions along the line are identical. Therefore 
the conductor crossections as well as the crossections of 
anv surroundine dielectric inhomoeeneities such as wire 

for a general multiconductor line consisting of 
parallel conductors are contained in [I.l-I.4]. 

in;ulatiom mu? not vary along th; line. The conductors 
are parallel to the zasis in a rectangular coordinate 
system, and the y-zplane is perpendicular to this direction 
and contains theelectromagnetic fields. According to the 
TEM field structure assumption, the electric and magnetic 
fields have no component in the z direction (along the line 
a r i s  As the frequenc of excitation is increased such that 
the kne aoss-sectionJdimensions become electrically 
large, higher+rder, non-TEM field structures become 
important. For typical line crossectional dimensions of 
interest, the TEM field structure will be the primary field 
structure on the line up to frequencies on the order of a 
GHz so that the TEM model rondes predictions over a 
substantial frequency range ofinterest. 

generator conductor, a receptor conductor, and a reference 
condudor. The generator conductor along with the 
reference conductor comprise the gmrator circuit. 
Similarly, the receptor conductor along with the reference 
conductor comprise the receptor circurt. The generator 
circuit is driven at the left end by a murce represented by 
a voltage source, v,,.(t), and a source resistance %. 
Resistors will be used to represent sources and loads 
although the majority of the following results will apply to 
more complex impedances consisting of inductors, 
capacitors and controlled m u r m .  The generator circuit is 
terminated in a load represented by the resistor R 
Similarly, the receptor circuit is terminated in loads 
represented by the resistors RNE and RFE The 
subscripts on these loads refer to the "near end" and "far 
end" with respect to the end of the receptor circuit nearest 
to the source of the generator circuit. The assumption of 
the TEM mode of propagation allows us to define, 
unambigiously, the voltages between the conductors and 
the currents along them. The voltage of the generator 
conductor, vG(x,t), is defined for the generator conductor 
with respect to the reference condnctor. The current of 
the generator conductor, iG(x,t), is defined as flowing to 
the right along that conductor. Similar1 , the volta e and 

and iR(x,t), These voltages and currents are dependent on 
position, z, along the line and time, t. The objective in a 
crosstalk analysis is, given the source voltage, vs(t), the 
termination resistances, %> RL, RNE, and RFE, along 
with the cross-sectional dimensions of the line (conductor 
radii and separation) and the line length Y, predict the 
near-end and fa-nd crosstalk voltages, vNE(t) and 

The three-conductor line of-Fig. 2 consists of a 

L. 

current of the receptor conductor are d e i  ned 88 vR&) 

vFE(t). There are two types of crosstalk predictions that 
may be desired; time-domain crosstalk and 
frequencpdomain crosstauc Time-domain crosstalk 
prediction refers to the prediction of the time-iomain 
waveshapes of vNE(t) and vFE(t). Frequency-domain 
crosstalk prediction refers to the use of a sinusoidal source, 
vS(t)=VSsin(wt+8), and the prediction of the magnitude 
and phase of the steadydtate voltages, VN&lNE and 
V F d F E  In this paper, we will be primarily interested 
in frequency-domain crosstalk since the various regulatory 
limits are in the fiequency domain. 

number of different,,practical configurations. Fig. 3 
illustrates typical w r e t y p e  uossdectional 
configurations. In all these configurations, the generator 
and receotor conductors are considered to be wires 

The general model of Fig. 2 is used to consider a 

~ ~~ ~~~~ ~~~~ ~~~ .. .. ~ ~ . .  
(conductors of circular cylindrical cross section). The 
reference conductor may be another wire (FIJ, 3(a)), 
infinite ground lane (Fig. 3(b)), or an over 
shield (big. 3(c)5. Fig. 4 flustrates additional 

cyhdncal 

con6 raCioni ihat may be considered with our general 
m o d r  The generator and receptor conductors are 

commonly referred to in the miaowaves literature as the 

various layers within the board and connected with vias. 
The general results that we will obtain apply to all these 
configurations. 

(CI 

Fig. 3. Crossectional configurations of typical lines 
composed of wires in a homogeneous 
media 



P.inf.d Clrc",, Board ConlL*"~o~ ion .  cross-sectional dimensions that distinguishes one 
configuration from another is contained in these 

complete crosstalk prediction to  be able to obtain these 
per-nmt-le 

The %&iconductor ?'rammission Line MTL) 

assumption can be obtained from the per-unit-len h 

become a coupled set offirst-order, linear, partial 
differential equations given by [A.l,B.l]: 

C.n.,olor R.<.mD, G.".#OlOl I).<.plOr per-unit-length parameters. Therefore it is essential in a 

h parameters for the specific configuration. 
La"* Land Land L O D d  ,,)k& ",;; Equutioru that describe the coupling under the c, EM mode 

R.l.,."l. - - equivalent circuit of Fi 5 in the limit as A x 4  T f ese 
Doubt.-5d.d Boord Ssnpl.-sld*d B00,d 

u"l,,loy,. Bo0.d 

Fig. 4. Crossectional configurations of PCB lands 

So long as the TEM mode of propagation is the 
only mode of propagation on the line, the per-unitkn 

ampling between &e two circuits. For the moment, we 
will assume that all conductors are perfect conductors and 
that the surroundi medium is lossless. Therefore there 
are no losses in t h z n e  and it is said to he losslws. Later 
we will illustrate how to include losses. An 
d e c t r i d y - s m a l l  Ax seetion of the line is represented by 
the per-unit-length parameters of self inductance, IG and 
$L, and mutual inductance, H. The units of these are 
B q s  per meter and represent any section of the line 
since it is a uniform line. These parameters represent the 
dfects of the transverse magnetic field. Similarly, the 
dfects of the transverse electric field are represented by 
the per-unit-length parameters of self capacitance, cG 
aod %, and mutual capacitance, cm. The units of these 
parameters are Farads per meter. These per-unit-length 
parameters are computed from static field considerations 
aod apply for higher frequencies so long as the TEM mode 
of propa ation is the only mode of propa ation on the line 
[A.l,B.If The reader is reIerred to [B.Ifand [C.l-C.7] for 
the computation of these parameters for the configurations 
of Fig. 3. TJrpid it is assumed that the wires are widely 
si?parated so that t iey can be replaced with filaments for 
tllis computation. For practical dimensions, this 
approximation is adequate and does not impose any 
significant restrictions on the applicability of the results. 
For the configurations shown in Fig. 4 wherein the 
a~nductors have rectangular cmss sections, there are few 
dosed4orm results for the per-unit-length parameters 
and numerical methods must be employed to determine 
them. Although there are some clod-form equations for 
these self elements when the circuits are not coupled (IG 
and cG or and cR) these do not apply when the lines 

nmdd shown in Fi . 5  is a complete characterization o P the 

are in close proximit . Furthermore there are no similar 
dosed-form mul t s  &r the mutual elements (Im and em). 
Eissentially, all of the iuformation about the 

I I -  ._  I I I  
I R.lI.."C* 
I Conductor I 

I 
I A'%*- I 

s . 0  ..l 

:Fig. 5. The per-unit-length transmission-line model 

These can be written in a more com act form similar to 
the case of two-eonductor lines as [ .1] x 

where the 2x1 vectors are 

Matrices and vectors will be denoted by boldface. The 2 x 2  
per-uuit-length inductance mat+, L, and 2 x 2  
per-unit-length capacitance matnx, C, are given by 

The objective in crosstalk prediction is to solve these 
equations for the near-end and far-end voltages a8 
vNE(t)=vR(O,t) and vFE(t)=vR( 2 , t )  for a hne whose 
total length is Y and extends from x=O to x= 2. This 
represents the f i e d o m a i n  aolution since the complete 
waveforms of these voltages are desired. 

voltage of the generator line is a sinusoid, Le., 
vs(t)=Vssin(&), and the line is in steady state. The 
above transmission line equations become for this case 
[A.l,B.l] 

The frcquenq-domain solution assumes the source 

&x) d = - z i(x) 
-&I(x) d -  =-i..ir(x) 

where the phasor voltage and current vectors are denoted 
as 
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and the steady-state, time-domain volta es and currents 
are found as vG(x,t)=VG(x)sin(wt+BvGfx)), 

Substituting (9) into (8) gives IB.11 

Y,(x,t)=v,(x)sin(wt+BVR(X)), 
iG(x,t)=IG(x)sin(Lt+BIG(X)), ( 1 W  
iR(x,t)=IR(x)sin(Lt+BIR(x)) and the phasor solutions are 

12 &-i ~~1z0-42+41~0~ i(0)=[8~,-z &l~*O 

i ( q = a  21 9 0 +[a 22 -3 21 i 01 i o  ( (1lb) 

+G(x)=vG(x)&GU~ + R ( x ) = v R ( x ) & & L  

iG(x)=rG(x)QrG& iR(x )=IR(x)&R~.  The 2.2 

per-unit-length impedance matrix, Z, and 2 x 2  

per-unit-length admittance matrix, Y,  are given by 

Once (11) is solved for the currents at x=O (the near end) 
and at x= Y the far end), the voltages are obtained from 
(9) and the shution is complete. 

It is worth noting that the above matrices and 
vectors are of dimension 2 for this three-conductor line. 
For a general mnltiwndnctor line wnsiatinp; of n+l) 
wndnctors, all of the above eqnations re" o I the same 
form and onl the dimensions of the matrices change (from 
2.1 and 2x2 %r the thr-ndnctor line) to nxl and n m  
for the (n+l)-condnctor line. These were solved in literal 
form for a three-conductor line in lB.51. For n>2, 
computer Solution methods must be employed. 

It is important to emphasize, once again, that both 
the time-domain and the hqnenq-domain solutions for 
the p~d, lossless, n+l) wndnctor line can be di~ectly 
obtauied using the S6ICE drcnit anal+ program or 
other similar programs using the techniqne described in 

4 . This approach has been used by the author and is k k y  recommended as an alternative to the above direct 
sofution of the MTL equations. 

m. The Per-Unit-Length Parameters 

parameters are essential ingredients in the solution. For 
the wire-t-type configurations of Fig. 3 we may obtain 
sc-called wid-separution upprozimatiow wherein the 
wires are assumed to be separated suffiaently from each 
other and the reference wnductor such that the current 
and charge distributions around their peripheries are 
uniform; that is, prozimity effect is not significant. Under 
this assumption, the per-unit-length indnctanees for the 
m e  of three wires in Fig. 3(a) are given by [B.l,C.4] 

i = jwL 
Y = j &  

( 7 4  
(n) 

where -2d is the radian frequency of the source. The 
frequency-domain, phasor crosstalk voltages are 

qNE=CR(0) and CFE=qR( 4. 
Note that for frequency-domain responses, the 

partial differential equations reduce to Ordinary differential 
equations. As such they are easier to solve usin 
wnventional state-variable techniques [B.]]. Tfe Partial 
differential equations characterizing the time-domain 
response are more difficult to solve. However, an exact 
t imdomain  model suitable for implementation in 
lumped-circuit analysis programs such as SPICE is 
described in 
essentially so T. ved for lossless lines. This exact SPICE 
model can also be used to determine the freqnency-domain 
solution. 

Aa an alternative, the solution to (6) for the 
frequency-domain solution may be obtained with direct 
FORTRAN eodes in terms of the chain parameter matriz 
(CPM) as described in [B.1,1.1]. The result is 

As indicated previously, the per-unit-length 

41 so that the time-domain solution is 

I*- .1  

The 4x4 chain parameter matrix, 
voltages and currents at the near-nd of the line, v(0) and 
i(O), to the voltages and currents at the far-end of the 

relates the 
Po d ~ d ~  

[ m = ~ h [ = ]  

line, ?( 3) and i 4, and does not expliatly solve for 
these desired resdts. The terminal voltages and currents 
of the line can be determined once the terminal 
characterization of the line is spedfied, i.e., 
Vs,Rs,RL,RNE, and RFE are specified. For the 
transmission line of Fig. 2, this can be aeeomplished by 
characterizing the left and right terminations as 
Generalized TheGenin Equivalents as [B.l] 

C(0) = vo -io i(0) ( 9 4  

(9b) v( 4 = z, i( 4 
where 

vo = [?I 
2 - [ %  0 -  0 RNE 0 1  

where p = 4 ~ 1 0 - ~  H/m is the permeability of free space 
assuming the medium surrounding the wires is not 

0 

I erromagnetic). Similarly, for the case of two wires above 
an infinite ground plane in Fig. 3(b), the inductances are 
[B.l,C.4] 

For the case of two wires within an overall, cylindrical 
shield in Fig. 3(c), the inductances are given hy [B.l,C.4] 



\ - - - I  
Very few similar dosed-fom approximations for the case 
of rectangular cross section conductors of Fig. 4 are 
available. 

The per-unit-length capacitanees for the wiretype 
configurations of Fig. 3 can be easily obtained if we assume 
that the medium surrounding the wires is homogeneow. 
Dielectric inhomo enejties such as wire insulation, strictly 
speaking, violate &is conhtion but the configuration can 
be reasonably approximated as a homogeneous one by 
removing the insulations leaving free space having 
permittivity t o = ~ x 1 0 4  F/m. These are obtained using 
the reciprocal relation for a homogeneous medium [B.l] 

1 

LC = pt In ( W  

where the surrounding homogeneous medium is 
characterized by p and L &d ln is the nxn identity matrix 
with ones on the main diagonal and zeros elsewhere 
Therefore, the entries in the capacitance matrix can be 
found from the inductance matrix as 

c = pc L-1 (15b) 

For the case of thr-nductor lines of Fig. 3, n=2 and 
we have 

-1 

Defining 

(174 
A = v2(lGh- I,,,) 2 

where the velocity of propagation of waves on the line is 
given by 

and y and tr are the relative permeability and 
permittivity, respectively of the surrounding homogeneous 
medium, we obtain from (16) 

'm 
m h  c =  

' R  

{G 

c -  G - h - ' m  

R - h - ' m  c -  

If the surrounding medium is not homogeneous, then the 
capacitance matnx with the medium present, C, and with 
i t  removed (replaced with free space), Co, may be 
computed, and the inductance matrix is found from 

Typicall 
and Co fi.l-C.71. This is typically the case for ribbon 
cables although ignoring the dielectric insulations gives 
reasonable results [E.l-E.3]. 

numerical methods must be used to compute C 

Again, these results for the per-unit-length 

parameters, although stated for the spedal case of a 
thr-ndnctor line, can be generalized to  the ease of a 

results. 

N. Lnmped-(;.imit Iterative Teehniquea 
In the a t ,  Iamped4rcuit  a proximatemodeis 

were employe$ to avoid the direct sofution of the MTL 
enuations. The advantaee in doine so is that 

nductor line in a homogeneous medium [B.l,C.4]. IPn+lP he ornu of those results are very similar to the above 

"~ ~~~ ~~~ .~ ~~ ~~~~~ ~ -> - -  ~~ ~ 

lumped-drcuit analysis codes codd be used to solve for 
the time-and frequency-domain responses directly. 
ilowever these models are valid only for frequencies where 
the line is electrically short, e.g., I'<& [A.l,B.l]. 
Typical such models are shown in Fig. 6. The Lumped Pi 
model of Fi 6(a) has a structure that resembles the 
symbol r. !kch of the per-unit-length inductances is 
multiplied by the total line length and lumped as single 
elements. Similarly the total capacitances of the line are 
split and placed at the be 'nning and end of the model. 
The Lumped Tee model orFig. 6(b) is the dual and 
resembles the character T. 

Lumped C i f c u i l  A w r ~ . s n 0 l i 0 n i  

R. P.$< 

( b l  L u n p o d  T.. 

Fig. 6. Lumped-drcvA approximate models 

The advantage in using these models is that no 
knowledge of the solution of partial differential equations 
in (2) or ordinary differential equations in (5) is required; 
only computation of the per-unit-length parameters is 
required. However, the model is valid only for frequencies 
where the line is electrically short. For higher frequencies, 
the line is broken into sections each of which is electrically 
small, and each &ion is modeled with Lumped Pi or 
Lumped Tee models. This is the origin of the name 
lumpeddrcuit  iterative models. 

The natural question that m'ses is which of the two 
lumped models in Fig. 6 give better prediction accnracies. 
The answer is that the Lum Pi model gives predictions 

Lumped Tee if the t emna t ion  impedances are "high 
impedance". Conversely, the Lumped Tee model pves 
predictions that are valid over a larger frequency range 
than does the Lumped Pi if the termination impedances 
are "low impedance". The tenus "low impedance" and 
"high impedance" are with respect to the characteristic 
impedances of the arcuits [B.2,B.13]. This is intuitively 
seen from the fact that the terminatlon impedances are in 

that are valid over a IarFer E" equency range than does the 



parallel with the capacitances of the Lumped Pi model, 
whereas the termination impedances are in series with the 
inductances of the Lumped Tee model. Thus low 
impedance loads tend to render the capacitances of the 
Lumped Pi model ineffectual, whereas high impedance 
loads tend to render the inductances of the Lumped Tee 
model ineffectual. 

V. Low-Frequaxy, Indnctive-Capacitive Conpling 

Models 
The MTL equations for a lossless, three-conductor 

line in a homogeneous medium and sinusoidal steady state 
given in (5) were solved in literalfonn; that is, in terms of 
symbols rather than numerical values of the elements, in 
[B.5]. This resulting solution showed that the solution 
could be reduced to  a very simple result if the following 
three conditions were satisfied (1) the lines are w e d l  
coupled, (2) the frequency of interest is such that t h e i n e  
is very short, electrically, i.e., Y<<O.lX, and 
termination impedances do not differ 
the line characteristic impedances. These criteria are not 
precise as shown in [B.7,B.10], and the frequency range of 
aDDlicabilitv of this simDle model is a rather strone 
&tion ofihe te.rminaGon impedance levels. 
Nevertheless, this very simple model yield8 aosatalk 
predictions that are suffiaently accurate over a wide range 
of useful frequenaes for typical line dimensions and 
termination impedance levels. 

illustrated in Fig. 7. Fig. T(b) illustrates the time-domain 
model and Fig. 7 a illustrates the frequency-domain 

current and voltage of the generator arcnit which can be 
approximated by 

I 

The simple model of the receptor drcnit is 

model. Both m Jel s ' depend on the DC or low frequency 

In other words, the frequency is suffioently small that the 
effect of the generator line may be disregarded a8 can the 
effect of the receptor d r o i t  on the generator arcuit. 
For the frequency-domain response, the model of Fig. 7(a) 
gives 

e,, = j w  M~~ vS 
qFE = j w  M~~ vS 

where the term8 MNE and MFE are given by 

IND CAP 
M ~ ~ = M ~ ~  + M ~ ~  

IND CAP 
M ~ ~ = ' ~ ~  + M ~ ~  

and 

l'herefore the frequency-domain crosstalL volta es 
increase linearly with increasing frequency (20 d%/decade). 
The time-domain solution is obtained from the equivalent 
urcuit of fig. ?(b) .u 

S t m p l i l i e d  C r a r r l o l k  M o d e l s  

n 
l w L m I G  

( a 1  F r e q u e n c y  - Domain  Mode l  

( b l  T i m e -  Domoin  Mode l  

F'ig. 7. Simplified inductive-capaative coupling models 

Therefore, the t i m d o m a i n  crosstalk volta es are direct 

voltage. Computed results will be given in the next 
section to illustrate the relative accuracy of this model. 

aosstalk voltage with frequency. The portions of the 
aosstalk &dents in (22) which have the IND 
superscripts are referred to as the inductive coupling 
contributions whereas the portions w h i e  have the CAP 
soperscripts are referred to as the capnntrve coupling 
contributions. These are so named because they depend 
either on the mutual inductance or the mutual capantunce 
between the generator and receptor arcuits. Observe in 
Fig. 8 that for "low-impedance" loads, the inductive 
coupling contribution dominates the capacitive coupling 
contribution. Conversely, for "hi h-impedance" loads, the 
capacitive coupling contribution fominates the inductive 
conplin contribution In addition to  being a simple 
aosst  premction model, this separation of the total 
crosstalk easily explains the effect of a shield or a twisted 
pair on the crosstalk as will be shown in later sections. 

VI. Comparison of the Prediction A d a  of the Three 
ModeLs 

We will now give an example comparing the 
relative prediction accnracies of the above three models for 
typical dimensions of a three-conductor line. The 
predictions of the three models are verified with 

mental data in the publications listed in the 
I T m e u m  and will not be shown. For illustration we will 
consider the case of two wires above an infinite ground 
plane illustrated in Fig. 3(b). The wires are 22 gauge 
stranded (rwG=rwR=12.65 m i l s  or .3213mmf Both wires 
are at a height above the ground plane of bG=hR=1.5m. 
The wires are assumed to have insulation thicknesses Of 15 
mils and are touching so that the separation between the 
wires is dGR=55.3 mils or 1.4". The total line length is 
Y=5m which is one wavelen h at 60 MHz. The 

R+tL=RNE=RFE=50R. The predictions of all three 

functions of the instantaneous derivatives o B the source' 

Fig. 8 illustrates the frequency-domain variation of 

& . .  ' 

termination impedances are c f osen to be equal to 50n: 



I n d u c t i v e  Plus  Capoclive Coupling 

loplo ( frequency)  

l a 1  L O W  I m p e d o n c e  L o o d r  I R  2 , )  

. 

I 
loplo ( f requency1 

( b l  H i g h  I m p e d a n c e  L o a d s  ( R > Z O I  

A ,$IND+ CCAP 
Vroto1 

Fig. 8. Frequency response of inductivwpaCitive coupling 
models 

models (the MTL model, a Lumped Pi modd, and the 
inductive-eapacitive muplin model) are shown for the 

transmission-line mod$[I.'4] are denoted as VDB(NEl), 
the predictions of the Lumped Pi model are denoted as 
VDBfNEZ). and the oredictions of the 

frequency domain in Fi 9 % he predictions of the 

\; --,, .- ~ 

ind&ve-eapaative coupling model are denoted as 
MB(NE3). Observe that the MTL model and the 
Lumped PI model redictionn agree up to some 20 MHz 
where the line is 173X long. The predictions of the MTL 
model and the inductiv&apacitive coupling model agree 
up to some 4 MHz where the line is 1/15A long. 

Time-domain predictions are shown in Fig. 11. A 
t r a y d a l  pulse train typical of digital signals is used for 
vs t)  as illustrated in Fig. 10. The freqnency of this pulse 
train is 500 kHz, the duty c d e  is SO%, the transition 
voltage is 5V, and the rise/& times of the pulse are 
~ ~ = ~ ~ 5 0 0 m .  The one-way time delay of the l ini  is 
TD=16.7ns. Therefore the pulse train has T[,T~ = 30 Tu 
It is shown in [J.l,J.4] that in order for the 
inductive-eapacitive coupling model to provide adequate 
predictions, 7 T >lo  TD=-v 10 Y The crosstalk voltages 

3x10 I' f 
appear during the transitions of the source voltage since 
they are related to the derivative of vs(t) accordmg to 
(23). Therefore the larger the "slew rate" of the source, 

Le., c, the larger the aosstalk pulse amplitude dVS 

-a+ / 

_. ..................... * ...................... .. ....................... * .. 
I . _  I_ 3- 

...................... 
I- 

'?a,*,, I/' . a c * w  .a,*,, 6 - w  

Fig. 9. Comparison of the frequency4omain predictions of the 
MTL, Lumped Pi, and inductive-eapacitive couphng 
models 

" , ( * I  

Fig. 10. A periodic, trapezoidal pulse train 

D.I 
IY 

10,. 
were com uted using PSPICE, the personal computer -I& ..... ........................................ * ....................... * ....................... : 

Au of the predictions shown in Fig. 9 and Fig. 11 
0 w. 0 I". I c". L *. 

11"  

version ofSPICE. The SPICE MTL model is that . "1111 . "I**, . "<*I, 
described in D.41. The Lumped PI model is implemented 
using lumped inauctor and iapadtor elements of SPICE. 
The inductivecapacitive model used controlled sources to 
implement the models of Fib 7. ,Propamming all three 
models in SPICE in this fas on 16 quite simple. 

Fig. 11. Comparison of the time-domain predictions of the 
MTL, Lumped Pi, and inductive-capadtive coupling 
model8 for a trapezoidal pusle train 
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W. Indnsion of Losea 

bssless; that is the line conductors are perfect conductors 
and the surrodding medium is lossless. Assuming a 
lossless medium is typically a reasonable sssumption for 
frequencies below the GHz range. However, there are 
cases where the assumption of perfect line conductors is 
not adequate. This enerally occurs for lower frequencies 
and results in an adfitional contribution to the inductive 
and capadtive coupling contributions. This phenomenon 
is illustrated in Fig. 12. Suppose that we relax the 
requirement for perfect conductors in the case of the 
reference conductor, i.e., we assume that the reference 
conductor has a finite but nonzero conductivity giving it a 
resistance per unit lenkth. Suppose we further lump that 
distributed resistance into one net resistance of the 
reference conductor, Ro. At low frequencies where the line 
is very short, electrically, the distributed effects of the line 
may be neglected and we may use lumped-circuit analysis. 
The phasor cwen t  of the generator circuit is 
approximately 

The previous models assumed that the line was 

and approximately all of this flows through the reference 
conductor generating a voltage across i t  of 

This gives contributions to the near-end and far-ad 
aosstalk voltages of 

These crosstalk contributions are referred to as 
common4mpedance coupling and are denoted with the 
superscripts CI. These contributions are frequency 
independent and appear as a "floor" that limits the 
crosstalk as illustrated in Fig. 12. The total aosstalk can 
be approximated by the sum of the commonimpedance 

and the inductive-capacitive coupling in 

more exact way of including the resistance of the 
conductors is to add a per-unit-length resistance matrix 
to the t i m d o m a i n  MTL equations in 2 or the 
frequency4omain MTL equations in (5\ 1B.11: 

where rG and rR are the per-unit-length resistances of 
the generator and receptor conductors, respectively, and ro 
is the per-unit-len h resistance of the reference 
conductor. The D iT values of the resistances are usually 
sufficient since skin effect is not well developed over the 
low frequencies where these parameters substantially effect 
the total crosstalk. 

WI. Shielded Wua 
Suppose the crosstalk for the above 

three-conductor line is of sufficient magnitude or spectral 
content to cause interference problems. There are 
typically two couses of action that are used to attempt to 
reduce this crosstalk to tolerable levels: (1) place a 
circular-cylindxical shield around either the enerator 
wire, the receptor wire or both lF.1-F.71 or 6) replace the 
generator and/or the receptor conductors with a twsted 
pair of wires [G.l-G.lO]. In the remaining sections of this 
paper we will discuss how and when the use of either of 
these methods will or will not reduce the crosstalk. 

C o m m o n -  I m p e d o n c e  C o u p l i n q  

, Generotor Conductor ' G  , 

R O  
Reference Conductor 

I O 1  

. 

loq,oIFrequency I 

I b l  

Fig. 12. Commonimpedance coupling due to imperfect conductors 

Consider placing a shield around the receptor wire 
of the two wires above a ground plane in Fig. 3(a). The 
shield could also be placed around the generator wire. We 
will examine the effect of the shield using the simple 
low-frequency, inductive-capadtive coupling model. The 
emphasis will be on the frequency-domain response. More 
exact MTL models can be formulated and solved as 
describedin [F.l,F.2,F.PF.7] and[1.2,1.3 Also, theusual 

and Lumped Tee models as in Fig. 6 can be e d y  adapted 
to handle this case. Although the inductive-capadtive 
coupling model covers a smaller frequency range than the 
MTL or lumped iterative models, it yields considerable 
insight and will be used for that purpose. 

The canacitive caunline contribution is illustrated 

lumped-circuit iterative models such as t b. e Lumped Pi 

r~~ " ~~ ~~~~ ~ ~~ ~~ ~ r - - ~  ~ - ~~~ 
~~. .~ 

in Fig. 13. The self capacitances between the generator 
wire and the ground plane and between the shield and the 
ground plane are omitted since they provide second-order 
iffects.  the total mutual capacitance, Cm, is the 
per-unit-length mutual capacitance between the generator 
wire and the shield multiplied by the line length. This can 
be computed using the equations of section 111, (13b), 
where we replace the radius of the receptor wire, rwR, 
with the overall radius of the shield. The mutual 
capacitance between the shield interior and the receptor 
wire, Cs, is the per-unit4ength capacitance of a coaxial 
cable multiplied by the line length (A.11. This gives the 
equivalent circuit shown in Fig. 13. If the shield is not 
"grounded" (connected at either end to the ground plane), 
then the capacitive coupling become8 [F.l,F.3]: 

which is essentially the same as with the shield removed 
since, for typical dimensions, Cm<<Cs. Now suppose 
that the shield is grounded at either or both ends. If the 
line is electrically short, then the shield voltage, qSn, is 
essentially zero at all points along i t  and the capa&%e 
coupling is reduced to zero. Thus, the shield redom the 
capacitive coupling only if the shield is grounded at one or 
both en&. 
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E l f o c f  0 1  Shie ld  o n  C a ~ o c i l i r s  C o v p l i n p  E l l t ~ l  o f  S h i e l d  on I n d u c l i r D  C o u p l i n g  

- 
T . 

Fig. 13. Effect of a shield on capacitive coupling 

Now let us consider the effect of the shield on 
inductive coupling. Consider Fig. 14. The generator 
circuit current produces a magnetic flux that threads both 
the receptor circuit and the circuit formed between the 
shield and the ground plane. This induces a current 
flowing ha& along the shield, i,,, which produces a 

I 

/ / / / / / / / / /  / / 
Fig. 14. Effect of a shield on inductive coupling 

"I 

wunteracting flux that couples with and tends to reduce 
the net flux penetratin the receptor circuit. The 
eouivalent circuit for t%e recmtor and shield circuits is S i m p l i f l o d  M o d a l  of S h i e l d e d  

R e c e ~ l o r  wire shown in Fig. 15. The generator current, f,, induces a 

source in the receptor circuit, jwLmfG, and a source in the 

shield-ground plane circuit, jwLmi,, and the two mutual 
inductances between the generator circuit and the receptor 
circuit and between the generator arcuit and the shield 
circuit are equal because the receptor conductor is 
collocated with the shield. This mutual inductance can be 
wmputed from P~C).. The self inductance of the 
shield-ground pane  urcmt, LSH, can be computed from 
(13b) by replacing the receptor wire radius with the shield 
radius. The shield current induces a source, jwLSHiSH, in 
the receptor circuit. It can be shown that the mutual 
inductance between the shield-ground plane circuit and 
the receptorqround plane circuit are identical since the 
receptor wire IS located on the ads of the shield [F.l-F.7]. 
The total resistance of the shield is denoted as RsH This 
circuit can be solved to vield 

I d .  I$ i-LSHIIR 

Shie ld  

Fig. 15. Simplified model for inductive coupling to a 
shielded receptor wire 

For frequencies where RS+wLSH this expression reduces _ _  _ _  
to that with the shield removed and the shield has no 
effect on inductive coupling for these frequencies. Above 
this frequency, wLsa>RsH, the inductive coupling 
becomes independent of frequency as illustrated in Fig. 16. 
All of this discussion of inductive couplin assumed that 
the shield was grounded at both ends to $ow a shield 
currcnt to flow back along the shield to produce this 
wunteractin flux U the shield ia not grounded at both 
ends, no shiefd & a t  can flow, and the shield has no 
effect on inductive coupli 

ounded at both ends,? the frequency of excitation is ' X w  wo=RsH/Lsn, then the shield dso has no effect 

Also, men though the shield 

even if it is grounded at both ends. 

shield will or will not reduce crosstalk. Consider Fig. 17. 
The notations in this fieure denote the shield unerounded 

This simple analysis explains when the addition of a 

------ ~~~ ~ ~ ~~~~~~~ ~~~ 

at either cnd (00), the-shield grounded at the near end 
only SO the shield grounded at the far end only (OS), 
and t i e  skield grounded at both ends (SS). The total 
crosstalk is again the s u m  of the inductive and capacitive 
coupling contributions. Suppose the termination 
impedances are "low impedances". Prior to the addition of 
the shield, the inductive couplin will dominate the 
capacitive coupling. If the shieli is  added ather around 
the generator wire or the receptor wire) an6 ounded at 
onl one end, only the capacitive coupling d reduced, 
andlsince the total wuplin is inductive, no reduction in 
the total wupling will be otserved. If the shield is 
rounded at both ends, the capacitive coupling will again 

fe removed but the inductive wuplinq, will be reduced 
above wo=FLH /LsH Thus for low-lmpedance loads a 
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E f f e c l  o f  Shield Grounding on 

I n d u c t i v e  C o u p l i n q  

IN0 
n 
VN L 

RE" = W L S H  

Fig. 16. Effect of shield grounding on inductive coupling 
for a shielded receptor wire 

E f f e c l  of S h i e l d  Groundinq 

L o u -  Impedonce Loads 

~ ~ ~~ ~ ~ ~~~~~ ~ 

f 
H i g h - I m p e d a n c e  L o o d s  

Fig. 17. Effect of shield grounding on crosstalk to a 
shielded wire 

shield wi l l  d o o e  the total coupling only if the shield is 
grounded at both ads and only above wo. Conversely 
consider the case of "highimpedance" loads. Uere the 
capacitive coupling dominates the inductive couplin 
before the shield is added. Suppose a shield is addef to 
either the gcnerator wire or the receptor wire and is 
grounded only at one end. The capacitive coupling is 
removed but since i t  wa8 dominant the total Couphng is 
reduced (to the inductive coupling level which is 
unchanged). Now if the shield is grounded at both ends, 
and the frequency is above wo, the total coupling will be 

further reduced above wo since the inductive coupling is 
reduced. Thus Ior hi mpcdance Loads, a shield dl 
reduce the total c o u p e  if the shield is ounded ai at 
least one end and above wo if it is p& at both ends. 
Consequent1 , pladng a shield around a wire may or may 
not reduce d e  tolal crosstalk and the above notions 
explain when they will or will not reduce crosstalk. 

IX. Twisted Paire 
The second option is lo replace either the generator 

wire or the receptor wire with a twisted pair. Consider 
replacing the receptor wire with a twisted pair. There are 
basically two configurations illustrated in Fig. 18. In the 
unbalanced configuration, the far end is ongrounded and 
one end of the near end is grounded. Both ends are usually 
nof grounded in order to avoid ground loops. In the 
balanced configuration, each wire of the twisted pair seea 
the same impedance to ground. This is commonly 
implemented with center-tapped transformers (BALUNS) 
or with dual-input, dual-mtput operational amplifiers 
(line drivers and line receivers). We will concentrate on a 
simplified explanation of the couplinb to twisted pairs 
using the inductivc-capaotive couphng notions. The 
rader  is rderred to [G . l4 .10 ]  for a more detailed 
discussion. 

Note :  G r o u n d e d  01 only on0 end l o  a r o i d  
p rou  n d  l o o p i .  

Fig. 18. Twisted pair configurations for unbalanced and 
balanced modes 
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The tvnsted pair inherently affects only the 
inductive coupling in the manner shown in Fig. 19. 'The 
current of the generator circuit produces a flux that 
threads the loops of the twisted pair of the receptor orcuit. 
This induces opposing emFs in adjacent loops as illustrated 
in Fig. 20 where YnT denotes the length of a "half twist". 
Similarly, the capacitive coupling is represented as current 
sources attached to each wire of the pair in the fashion of 
Fig. 7. If we "untwist" the twisted pair, we arrive at the 
model shown in Fi 21 Observe that the emf's in 
adjacent loops t e n t t o  &cel leaving the net inductive 
coupling as that of one half twist. Thus the inductive 
coupling has been reduced by the twist. On the other 
hand, the current sources attached to the grounded wire 
are shorted out so that the total capacitive coupling is 
approximately unchanged. Thus the twist does not, in 
itself, reduce the capacitive coupling. In order to reduce 
the capacitive coupling, balanced loads such as in Fig. 18 
must be used. 

These notions are summarized in Fig. 22 lor the 
case of an unbalanced twisted pair. Ths figure compares 
the difference in crosstalk between the receptor wiring 
being an "untwisted pair" and being a twisted pair. For 
the untwisted pair, either inductive or capacitive coupling 
will again be dominant. For "lowimpedance" loads, 
assume that inductive coupling dominates capacitive 
coupling prior to twisting the pair of wires to produce the 
twisted pair. Twisting the wires reduces only the 
inductive coupling so that the total couplin drops to the 
capacitive con lin level of the ori 'nal con&uration (the 
untwisted pair7. ~ o n ~ e r s e l y ~ ,  for "fighimpedan?" loads, 
assume that capautive couphng dormnates inductive 
coupling prior to twisting the pair of wires to produce the 
twisted pair. Again twisting the wires reduces the 
inductive coupling component but doeg not substantially 
change the capacitive coupling component so that the 
reduction of the inductive coupling by the twist does not 
cause the total couplinf to chann T h v  for the 
unbalanced ease, use o a tms t  pau wdl reduce the total 
oosstah onl for "lowimpedanac" loads. Since balancing 
the loads wilfreduce capacitive coupling, for the h a l a n d  
case, use of a twisted pair will reduce the total aosstalk 
for both "lowimpedance" and "highimpedance" loads. 
References [C.l-G.lO] contain experimental data that 
confirm these notions. 

X Summary and Conclusions 
This n a m  has summarized the methods for 

predicting Gd-reducing crosstalk. The fundamental 
prediction model is the distributed-parameter, MTL 
model whose fundamental assumption is that the TEM 
mode of propagation is the dominant mode of propagation 
on the line. Typically this is satisfied for lines whose 
aossectional dimensions are much less than a wavelength 
or for frequencies typically up to the GHz range. All other 
models are approximations to this model. The 
lumped-circuit iterative models attempt to approximate 
the MTL model for frequenaes where the line length is 
electrically short. The applicable frequency range depends 
on the type of line. For cable bundles up to 5m in length, 
these models are valid up to  some 10 MHz. For shorter 
cables they are valid to higher frequencies. For typical 
PCB's they are valid to hundreds of MHz [J.2]. 

Considerable insight is gained with the 
inductive-eapacitive coupling model. This model is valid 
for lines that are very short, electrically, and are weakly 
coupled. These restrictions seem to be severe but for 
practical dimensions, they allow reasonable predictions 
over a significant frequency range and are amenable to 
hand calculations. The MTL and lumped-circuit iterative 
models enerally must be solved with digital computer 
codes. %e simple iuductiv-paative coupling models 
allow a simple explanation of when the addition of a shield 
or a twisted pair will or will not reduce crosstalk. 

And finally, it is worth pointing out that most of 
these concerns with crosstalk would be eliminated if the 
metallic conductors were replaced with fiber-optic cables. 
There is certainly virtually no crosstalk between these 
types of cables. Any and all coupling will take place at the 
ends where the "photons are converted to electrons" to 
adapt to conventional signal processing. However, i t  is 

E f fec t  of Twisted Pair o n  
Induct ive  CouDlina 

Fig. 19. Effect of a twisted pair on inductive coupling 

Simplified Model of Twisted Pair 

/ / / / / I /  
(0) Induct ive  

x _ _ _ _  

__-  

/ / / / / / / I  
l b )  Capacitive 

Fig. 20. Simplified model of coupling to a twisted pair 

unrealistic to expea that fiber optic cables will solve the 
crosstalk problem in the near future since 
metallic+xnductor cables are in considerable use, and a 
complete conversion to fiber-optic cables is not realistic to 
expect. Some use of fiber optic cables is being made in the 
newer weapon systems, but there is a large inventory that 
uses metallic conductor cables which are not likely to be 
replaced in any great volume. Therefore we will continue 
to have to deal with this problem of crosstalk between 
metallic-wnductor cables for some time in the future. 
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GROUNDING, SHIELDING AND BONDING 

by Prof. Ir J. Catrysse 
K.I.H.W., Zeedijk 101, B-8400 Oostende, Belgium 

In the EMC-design of systems and circuits, both grounding and shielding are related to the coupling 
mechanisms of the system with (radiated) Electromagnetic Fields. Grounding is more related to the 
source or victim circuit (or system) and is determining the characteristic of the coupling mechanism 
between fields and currentslvaltages. 
Shielding is a way of interacting in the radiation path of on electromagnetic field. In this text, 
basic principles and practical design rules will be discussed. 

0. Introduction 

Considering an electronic system, and looking 
for the coupling mechanisms with the "outside" 
world, two important coupling paths from circuit 
level into ambient fields (or vice-versa) may 

S11S"lt 2 

be distinguished. This is sketched in 
fig. 0.1. 

I- - - earth I ground - 
Fig. 0.1. : Coupling of systems to fields 

It should be mentionned that "system" 
means 
Referring to fig. O.I., the sketched 
PCB's are again a system by thimselves. 
And the given system can be a subassembly 
in a larger context. This means that all 
characteristics and design rules and con- 
clusions are valid at all levels of an 
electronic circuit. As an example should 
be mentionned that coupling characteris- 
tics of a couple of wires are exactly 
determined by the same physical properties 
as it is for tracks on a PCB. The same 
may be said for shielding subassemblics 
in a larges system compared with the 
shielding of the whale system. Sa, general 
conclusions have to be translated every 
time into the typical parameters at the 
apropiated level of the design. 

1. Grounding 

In electronics, grounding is a very general 
ward and concept, and is used to describe 
a lot of techniques. The only Common item 
in all applications is that a system is 
connected to the point of the reference 
potential used in the system. For a lot of 
applications, this means the "earth", but 
not any time. 
1.1. What not ? 

In electronic design, grounding is used 
for a lot of targets. First of all, it 
is used as the conductor for the return 
cirrent of data and signals or of the 
power system. When the same wire or track 
is used for the return-current of different 
subsystems, problems may occur because of 
these currents causing a voltage drop 
over the impedance of the wire (fig. 1.1). 
This effect is called common impedance 
and will be discussed in another paper. 

any electronic system or circuit. 

. - - - - - - - - - - - - - - - - - - - 
Fig. 1.1. : Common mode impedance coupling. 

The presence of a ground wire o r  plane is also 
influencing the characteristic impedance of a 
couple of wires. The value of this characte- 
ristic impedance is important for matching 
sources and loads, or  to a avid us wanted re- 
flections (ex. in binary bus systems). This 
problem is discussed in another paper. See 
fig. 1.2. 

Fig. 1.2. : Characteristic impedance for 

And thirdly, the presence of a ground return 
wire is influencing the crosstalk between wires 
or tracks. Fig. 1.3. sketches crosstalk geometry. 
Also this effect is discussed in other papers. 

matching bus systems. 

Fig. 1.3.  : Xtalk geometry of wires or tracks. 
Grounding is a very important tool to avoid 
problems from the mentionned effects. However, 
grounding is also very important in the m u -  
pling of systems to electromagnetic fields. 



As might be seen from fig. 1.4 . ,  connecting 
two systems together causes some current 
flowing from the first to the second one. 
Depending on the convection mode used, 
the return current is flowing over the earth1 
ground (fig. l . 4 , ) ,  o r  through a well defined 
return wire. 

I 
~ rsnnlii*"n6 

Fig. 1 . 4 .  : Return current flowing over earth. 
In any case ,  a kind of loop is created where 
the same current is flowing through. This 
generates a magnetic field, which is radiated 
in the ambient. Otherwise, a noosy e lec t ro -  
magnetic ambient induces in such a loop an 
induced voltage. For both cases (emission, 
reception), characteristics of the coupling 
mechanism may be derived from the theory of 
loop antenna's. From electromagnetic wave 
theory, it fallows (see fig. 1.5) : 

- emission : near field H * 112 .A.I 
I 
d '  far field H b f'. - A  I 

I k f - A E  d '  

- reception : E. b u A dH1dt u AaElIZUn 
1 0  

(?Pane wave) 

Fig. 1.5.: Radiation from a loop: 
- HIE field radiation at distance 
of 3m from a I cm'loopll m A 

- induced voltage in 1 cm' loop 
by plane wave I Vlm 

For the emission problems, it is easily seen 
that 3 important parameters are influencing 
the radiated level, frequency f, current I 
(or voltage E) and the loop area A. Both, 
frequency f and current-level I are directly 
related to the electronic design choice of 
clock , logic family, power consumptiq 
disc of decoupling capacitors, ... . 
The loop area has only to do with the "mecha- 
nical" design, i.e. layout on PCB, wiring of 
subassemblies, cable connection between sys- 
tems, ... . The area to be considered is the 
area of the loop formed by the wire (on 
PCB-track) carrying the current and the 
ground wire (track, plane) carrying the 
return current. An example is given infig.l.5. 
Also for the susceptibility or receiving 
problem, nearly the same parameters are comine 
in : field level (E or H), frequency and loop 
area. The difference is however that field 
level and frequency are coming from the 
"unknown" ambient and are e directly re- 
lated to the system under consideration. The 
only design parameter which may be taken into 
account, and is under the control of the 
system designer, is the loop area A .  The fact 
that designers have to deal with unknown ambient 
levels makes the susceptibility problem harder 
than the emission one. 
For both cases may be concluded that the 
problems are not only depending on the electro- 
nic design itself (ex. choice of components), 
but also on the mechanical design, normaly the 
generation of current loops. Because the ground 
is used to carry the return current (in asym- 
metrical system), the physical emplacement of 
the ground is the dominant factor in this 
loop coupling mechanism between fields (EIH) 
and the system (VII). 
However the effect is depending of the trans- 
mission mode used in a system (Common model 
Differential mode). But as a general conclu- 
sion may be stated that loop area's should be 
minimised, and a good choice of the routing 
of the grounding wires or planes is crucial 
for the good working of a system. 
1.3. Common model Differential mode 

Systems are reacting to the ambient in a 
different way, following a common o r  diffe- 
rential mode coupling. This will be discussed 
in detail in another paper. However, some 
characteristics are summarised. In fig. 1.6, 
basic concepts of CMIDM are sketched, and 
also the coupling area with the ambient. It 
is clear that for a normal concept of systems, 
the CM-loop area is dominant. 
Minimising this loop area is one of the very 
important design parameters in circuits and 
systems by routing apropiately the ground- 
reference. 

C,! ,*" 

r .  - / L 
Ground Plana 

Fig. 1.6. : CMIDM coapling. 



It should be noted that on a PCB, a CM system 
is used for routing, even bringing in a common 
impedance problem. For DM-like systems, an 
unwanted ground loop may induce an interfering 
signal, due to unbalances in the DM-system. 
Opening such "unwanted" loops may be done by 
"ungounding" systems (ex. not connecting 
PCB's to the shielding box). Minimising loop 
area's may be achieved by using good, large 
ground planes, with a well know position 
referred to the system. An example is given 
in fig. 1.7.  for a small PCB and for a large 
computer system. 

Fig. 1.7. : Ground planes. e- 
1.4 .  Other grounding rules. 
In the sections above, a lot of grounding 
rules were mentionned with respect $0 the 
electronic system itself. Other reasons 
for grounding (or referencing to earth) 
are related to safety and shielding. It 
should also be noted that grounding is 
not always connecting a system to the 
earth. Some reasons for grounding ape : 

e Shock and safety hazard control 
(earthing): 

- lightning 
- power system failures 

' EMI-control : 
- control of a current discharge 

- faraday-shield return reference 
- common-mode loop control. 
parth for ESD 

When looking for the last item, this may 
be in conflict with the other requirements 
for safety (ex. opening a ground-loqp). 
Safety, shock and lightning require a low- 
impedance connection to the earth, and even 
a good distribution over the system of this 
earth-reference. 
AS a general rule, it should be stated that 
there should be mixing of grounding1 
earthing connections related to different 
topics. As a typical example can be mention- 
ned the direct dischange current of an ESD- 
hazard. This current may flow through the 
reference ground of a.system, causing 
dammage or at least common impedance induced 
voltage (see fig. 1.8.). 

For the control of hightning and ESD-effects, 
and also for the faraday-shielding (of trans- 
formers, ... ), it is essential for a good 
working that the connection between parts of 
the system and the groundlearth is done at a 
really law impedance level. This problem is 
known as banding. It is referred to section111 
for the discussion of banding techniques. 
1 . 5 .  Conclusions. 
Grounding is a very important action in elec- 
tronic system design, because of the influence 
of the ground in different topics related to: 

' safety and shock-protection 
' lightning and ESD-control 
' faraday-shielding 
' common mode loop control 
Xtalk and transmission-line related 
characteristics 

As a common requirement, far all applications, 
is the need of a low impedance ground reference. 
This means not only a low resistance, but also 
a low inductance for both the ground reference 
and the banding wires. This is a hard requi- 
rement for ambients and interference signals 
with a spectrum holding high frequencies. 
And as a general rule, all grounding and 
earthing references and connections may not 
be mixed when they are related to different 
topics, requirements, systems or  subassemblics. 
In practica, this means a seperate ground 
reference for critical signals for analog and 
digital signals, for noisy systems, ... . 
All these seperated wires shouldn't only be 
connected at the EEAL reference point of the 
system (Single p o w s t a r  grounding). 
And as a last point, it should be mentionned 
that the mechanical design and layout is 
crucial for the good working of a system : 

ground-reference acting as the return 
current conductor, creating a ground loop 
(coupling to the ambient EM fields). 

' crosstalk, shielding and characteristic 
impedance of wires lcablesftracks on 
PCB's, backplanes and subsystems. 
controlled routing of discharge currents 
of ESDIlightning and safety earth. 

A typical example is the pigtail connection 
to cable shields, ESD-earths, safety earths 
of main filters, ... creating a loop-antenna 
inside the system to protect and causing in 
this way a new B O U ~ C B  of EM1 problems instead 
of offering a solution, even using a shielded 
box. 

' 

2. Shielding. 

Tackling interference problems may be done at 
3 levels : by acting on the source level by 
reducing the emission levels and spectrum. 
By acting on the victim level by reducing the 
susceptibility (or increasing the immunity). 
And by acting on the transmission path. This 
latter action is depending on the coupling 
path. For conduction problems, the use of 
filtering techniques must be considered. For 
radiation problems, the use of shielding tech- 
niques is required.Because shielding is direct- 
ly related to radiation, electromagnetic field 
theory is concerned with. In fig. Z.I., an 
example is given of a radiated spectrum, com- 
pared with a typical emission-level standard. 

Fig. 1.8.: ESD discharge paths. 
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Fig. 2.1. : Emission spectrum from a PCB. 
2 . 1 .  Basic Shielding Theory 
Basic shielding theory is starting from max- 
well equations. Depending on the model used 
for the shielding material or housing, three 
different techniques are used in practice : 

Schelkunoff, using a transmission-line 
like model and an infinite flot panel 
of shielding material. 

Koden, using a uniformous field dis- 
tribution for closed boxes 
circuit theory, using induced currents 
in the materials and an equivalent 
circuit diagram. 

Referring to practical box design, Koden 
and circuit theory are giving best theo- 
retical results. But referring to the 
measuring techniques for evaluating the 
Shielding Effectiveness of materials, the 
Schelkunoff-theory is best fitting to these 
measurement methods. 
When a wave is impinging on a barrier, a 
reflection is generated. 
Part of the wave is transmitted through 
the barrier. During this transmission, the 
wave may be attenuated. Multiple reflec- 
tions may be generated, due to the second 
transition of the barrier to the aim. 
Global attenuation or shielding value will 
be a combination of these 3 effects : 

- first reflection (R) 
- multiple reflections (B) 
- attenuations (A) 

This is sketched in fig. 2.2. 

Air Conductive shield Air 

Fig. 2 . 2 .  : Shielding of materials. 

Shielding effectiveness (SE) is defined 
as the ratio of the field Strength in a 
point I1 without and with the shielding 
material. This refers to the definition 
of insertion loss ( 1 . L . )  in circuit theory. 

Starting from Maxwell theory, it may be cal- 
culated using Schelkunoff theory that global 
shielding is given by : 

SE (dB)= R(dB) + A(dB) + B(dB) 

where : R= -20 lag 1 1  ( I  + p ) ( l  - p)ll 
-I 

A= 8.68 t vuao/2 = 8.68 t/6 
B= 20 log 1 1  I - pZexp(-2t/6)11 

6 = skin depth = 

o = 2nfrequency 
a = conductivity of the material 

LI = u . u = permeability of material 
P = reflection coefficient = 

For materials where t 4 6, SE = R + B 
t > 6 ,  S E = R + A  

Note that 6 is frequency dependant. 
As in classical transmission line theory, 
the reflection coefficient is function of 
the ratio of characteristic impedances in 
the material. Electromagnetic wave theory 
gives : 

o r  Zmetal- Zwave 
Zmetal+ h a v e  

= 12on = 3 7 7 n =  

Zair for far field(p1ane wave) 

' 0  for near field, E-field 
&ave = 2nr - va 

. "  
In general, ZWave is noted as ZWave = kp 0 

The distinction between E / H  field condi- 
tions are made for near field conditions, 
i.e. the distance r from source to barrier 
is smaller than A I 2  n (A= wavelength). 
This is discussed in another paper. 

The wave impedance is sketched in fig. 2.3 
as a function of frequency, distance to the 
source and type of source. 

W t r i c  iield source 

..(I I/* antenna. di0OlS antenna 

Near field Far iieid 

Maonelis iield source 

*.g. Ih*panl.nna 

Nearfieid Farfieid 



* Absorption loss (A) = 8.68 tf6 log (wave Impedance z In n) t = thickness of the 
5 1 material 

dlpole 
Far field 

0 

0.01 010 1.m lam imm imo 
frequsncy (MHr) 

log (wave impedance Z In n) 

dlpole 
Far %Id 

0 

0.01 0.10 1.m lam )moo imo 
dlnance R (In m) 

Fig.2.3.: Wave impedance. 
Given the above expressions, it follows that 
for the SE-value SE = R + A + B, all three 
components are depending on some parameters : 

* Reflection loss (R)= -20 l og  ~~(l+p)(l-p)~~= 

4 &tal Zwave 
(%eta1 + &ave)Z 

It follows that R is a function of 

- distance source to barrier (near field/ 

- conductivity a of the 
- permeability of the material 
- frequency w 

far field) 
material 

R is not directly related to the thick- 
ness of the material. 
An example of the Reflection component is 
given in fig. 2.4.  
Wllrtbn I- R (In d01 

Im , , , '"v", , ,,l,,., , , ,,,,., I , ,,,,,,, , , I  ,,,,,, 

0.0, $ . I O  >.m l0.W lonw IOx).OO 
IrWY.W(Mtu1 

Pig. 2.4. : Reflection loss R as function 
of frequency 

6 = skin depth 

It follows that A is a function of 

- conductivity u of the material 
- permeability !.I of the material 

- thickness t of the material 
- frequency 0 

A is not directly related to the near 
far field conditions of the system. 

field/ 

* Re-reflection loss (B) - 2 0  log11 I -p' exp 
(-2tIb) I1 

This factor B is a function of : 

- conductivity u - permeability p 
- frequency o 
- thickness t 

An example of the Re-reflection component B 
is given in fig. 2.6. 

Multiple refieclions component B (US) 

far llsld 

thickness in mm: 

,.w ,000 ,mow ," 0.01 0.10 

frequency (MHz) 

Pig. 2.6.: Re-reflection B as function of 

However, the three factors don't have a similar 
relationship to the mentionned parameters or 
variables. It means that different sets of 
values (R, A ,  B) may occur, giving the same 
amount of SE = R + A + 8 .  This combination for 
SE is given in fig. 2 . 1  for a typical example, 
for far field conditions. It is seen that for 
these conditions SE is nearly flot up to 
higher frequencies, where the absorption com- 
ponent A becomes the dominant one. 
The Re-reflection effect disappears also auto- 
matically when the thickness t of the conduc- 
tive layer comes in the same order as the 
skin depth 6, because of the absorption (or 
attenuation) effect in the material. 
Approximate formulas are given in the next 
table. 

frequency 

Absorption loss A(dB] 

thickness in mm: 

0.01 0.10 ,.W I0.W IO0.W 1m.00  

lrequency (MHz) 
Fig. 2.5. : "A" 
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Shlsldlng enlciency SE (dB1 

Because the square resistance R - 1/06 

~ most of the expressions are 
given in literature as function of 8s. 
RS is a well known material parameter in 
practice. The only problem is to measure RS 
for filled conductive plastics, where the 
conductive material is not available at the 
surface. 
2.2. Measurements. 
Specifying shielding materials in modern 
electronic system design is a rather com- 
plicated decision. The influence of a lot 
of effects has to be taken into account : 
holes, openings, joints, etc. Therefore, 
the choice of a shielding material will 
depend on a series of requirements, also 
for mechanical design. The shielding effec- 
tiveness (o r  SE) of a material may be spe- 
cified using different methods. These 
methods are used for the evaluation of 
materials in both near and f a r  field. 
All of these methods have advantages and 
disadvantages, ranging from careful 
sample preparation up to very time con- 
suming measurements in order to obtain 
exact SE-values, directly measured SE- 
values or calculation work. 

F a r  Field for plane wave1 
All testing methods for far field condi- 
tions are based on the assumption that the 
ratio of E-field/H-field (impedance) is 
constant. Therefore, all test-cells are 
based on a coaxial transmission line, 
where the ratio of voltage and current 
(characteristic impedance) is constant. 

S- 

__________________ 2.2.1. ASTM-ES7-83 

This obsolete cell (see figure 2.2.1.) is an 
expanded coaxial line, with a continuous inner 
conductor. 

Fig. 2.2.1. : ASTM-ES7-83 

It follows that samples must be prepared . 
carefully, because good contact must be made 
with both the outer and inner conductor. Other- 
wise, the effect of these contact impedances 
is measured and may be the dominant factor. 
This may significantly interfere or hamper the 
determination of the SE-value of conductive 
plastics. 

"o,ut(empty cell) 

"out(1oaded cell) 
The empty-cell reference needs no special 
preparations. 

2 . 2 . 2 .  ASTM D 4935 
This new standard (see figure 2 .2 .2 . )  is 
based on a test-cell with an interrupted inner 
conductor, and a flanged outer conductor. 
For surface conductive materials (metal sheets, 
foils, painted plastics, etc.), the method 
Seems similar to the ASTM-ES-7-method. For 
conductive plastics, the method is based on a 
capacitive coupling. 

IL = 

__________________ 

Fig. 2 . 2 . 2 .  : ASTM D 4935 
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Samples must completely cover the outer 
langes and no contact is allowed between the 
halves of the cell. (Plastic screws must be 
used). 
The reference measurement for the empty cell 
is done with a reference sample in the cell, 
covering only the flanges and the inner con- 
ductor. This method is very complicated 
because for every measurement or material, 
the appropriated reference sample (of the 
same material) is needed. However, the 
accuracy is very high, although problems may 
occur for some surface conditions of the 
samples. 

2 . 2 . 3 .  TEM-t cell 
A very simple and easy new test-method has 
been developed. The test-cell ( see  figure 
2 . 2 . 3 . )  based on a TEM-cell with an inter- 
rupted inner conductor and a rectangular 
cross-section. 

_____________-__- 

Fig. 2 . 2 . 3 .  : TEM-t cell 

All measurements are done in a non-contac- 
ting, capacitive coupled manner for a variety 
of materials. Samples must completely cover 
the outer flanges, but smaller samples may 
be measured using special sample holders. . Even for the reference measurement, no 
sample preparation is needed. 

Near f i e l d  
In the near-field, measurements may be done 
in E-field or  H-field.Far both field condi- 
tions, test methods have been developed. 
Referring to SE-theory, H-field measurements 
are more important. 

2 . 2 . 4 .  E-field-ASTM-ES7-83 
The E-field method is based in coupled wave 
guides (or transmission lines); it is called 
a double box-method ( see  figure 2 . 2 . 4 ) .  

. . . . . . . . . . . . . . . . . . . . . . . . . .  

t t 

Fig. 2 . 2 . 4 .  : E-field-ASTM-ES7-83 

This is a very simple method to use, keeping 
two caveats in mind : 
First, the dynamic range is limited by the 
sealing between both parts of the cell. 
And second, the field conditions are diffe- 
rent from the far field cells, because the 
E-field is perpendicular to the sample. There- 
fore, it is not possible to match near field 
SE-values to farfield measurement results. 

2 . 2 . 5 .  Takeda-Riken E/H 
Using the Takeda-Hiken method, two small wire 
antennas (for E-field) and small loop anten- 
nas (for H-field) are used at a distance of 
1 cm to the sample (see figure 2 . 2 . 5 ) .  

_______________-------- 

O"1 

t t t  1, 
Vi" VW, Vi" 

Fig. 2 . 2 . 5 .  : Takeda-Riken E/H 
The system is an open system, so ther may be 
a coupling all over the system. Good sealing 
between both halves of the cell is necessary 
and very difficult. The sample must be groun- 
ded well, though the antennas are unsypmnetri- 
cal (and ground-referenced). 
This gives unbridgeable problems for conduc- 
tive plastics. The effect is that measurements 
with conductive plastics are not repeatable. 
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2 . 2 . 6 .  Magnetic H-t cell 
This system (see figure 2.2.6) uses two elec- 
trically shielded loop antennas, at a distance 
of 3 mm to the sample. The system is a closed 
system, and the loop-antennas are coplanar, 
so the measurements are done under the same 
conditions as the MIL-STD 285 specifications. 

_________  __------------ 

Fig. 2 . 2 . 6 .  Magnetic H-t cell 

The system is made sample-compatible with 
the far-field TEM-t cell, and no sample 
preparation is needed. 

2.2.7. Double TEM-cell 

As an alternative method for the ASTM-ES7, 
a double TEM-cell method (see  figure 2.2.7) 
may be used. 

_______________------- 

Fig. 2.2.7 : Double TEM-cell. 

The advantage of this method is that it is 
a conditioned meamrement - 5062 -system. 
~y using port 1 as input and measuring at 
both ports. 3 and 4 the E aad H components of 
the near field, the SE values may be ob- 
tained. 
Problems are that good contact of the sample 
with the cell is needed, and the E-field is 
perpendicular to the sample (thus different 
from far field measurement conditions). 

For conductive plastics, problems may arise in 
trying to achieve good contact with the cell, 
further research is being conducted in this area. 
Another method may also be used : MIL-STD 285. 

2.2.8. MIL-STD 2851MIL-G-83528A 

The MIL-STD 2851MIL-G-83528A method is a modi- 
fication of the MIL-STD 285 for testing shiel- 
ded enclosures. 
The method (see- figure 2 . 2 . 8 )  uses a shielded 
box with an open window (t I x I m). SE is 
defined as the ratio of field strengths for 
the open window and the shielded window. The 
measuring distance d is 12" (? 30 cm). For 
lower frequencies, coplanar loop antennas are 
used. 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Fig. 2.2.8. : MIL-STD 285/MIL-G-83528A 
The method needs rather large panels and 
measures a combination of a windowed box 
with the material, rather than the shielding 
material alone. 
Conclusion 
As a conclusion, it may be stated that all 
discussed test methods result in a good 
discrimination of the different samples and 
a correlation can be realized between the 
different methods. 
For research purposes on the effects of 
holes and joining techniques, both TEM-t 
and H-t cells offer a very interesting op- 
portunity for the far-field and near-field 
(H-field) characterization. 

2.3. Boxes and housings 

For the real world of boxes and housings, a 
lot of other effect are coming in, influen- 
cing the overall value of the SE of a shielde 
box. 
The first problem deals with the need to open 
and close a box for servicing the electronic 
circuits. This means that a box is made of at 
least two parts, and a joint is existing be- 
tween both parts. 

Joint 

- - = earth I ground 

Fig. 2.3.1. : Real shielded boxes. 
A second problem is related to incoming or 
outgoing cables, and connectors of the power 
supply, data & signal cables, remote control, ... . 



And a third one is related to openings and 
holes. 
In the context of this paper, only a short 
discussion is made on all three problems. 
Concerning the joints, the important point 
is to create a good conductive contact be- 
tween both parts of the box. It should be 
mentionned that this should be regarded as 
a frequency-dependant characteristic. 
This means that a capacitive coupling be- 
tween both parts gives good SE results at 
higher frequencies. 

Fig. 2.3.2. : Joint techniques in box 

A hole is creating a leaky slot in a 
shielding wall. In some cases, one is pla- 
cing a real radiating source in holes, 
such as displays. Therefor, holes should be 
ab small as possible (compared with the 
wavelength) or should be shielded by other 
means. For displays is another requirement 
very important, namely of optical trans- 
parency. To give an idea about the effect 
of small holes or grids and meshes, the 
leakage of some holes are given in fig. 
2.3.3. 

design (ref. Don WhiteIICT) 

F i g .  2.3.3. : Leakage of slots 

The third problem of cables and connections 
may be referred to both others,  maintaining 
a good contact between all shielding mate- 
rials of a construction a system, avoiding 
small openings. 
Techniques used to maintain good electrical 
contact are the use of gaskets. They exist 
in a wide range of variaty, f o r  all kind of 
applications. Also for the use of shielded 
windows and holes, it is very important to 
have a good conductive contact between all 
parts. This means also that - far long 
duration performance the effects of galva- 
nic corrosion must be taken into account. 

. (ref. Don WhitelICT) 

3. Banding. 

As discussed above, making good low impedance 
connections to the ground reference, or between 
(shielding) parts of a system is determining 
the final EMC results of an electronic system. 
Bonding problems may be divided in two diffe- 
rent aspects : the contacting problem itself 
and the banding wire or material (ex. gasket). 
For grounding of systems, it is very important 
to have a low impedance connection. This may 
be obtained by : 

e realising a low impedance contact between 

' using low impedance connection wires. 
The first problem is related to have cleaned 
contact points or surfaces with a direct metal 
to metal contact. Corrosion is the problem on 
long term characteristics. This will be dis- 
cussed furtheron. 

system, wires and ground 

Fig. 3.1. : Wires for  bending. 
The impedance of wires is not only given by the 
resistance R, but also by an inductor E. This 
influences the characteristics at higher fre- 
quencies : 

length 1 
a. cross section A R =  

21  E = 0,002 1 [In + 0,51 c 
rectangular cross-section 

It follows that low impedance may be achieved 
by using a multiwire, small diameter combi- 
nation or a very large plate. 
An example are the braided tresses used far 
groundinglearthing in large power systems. 
Also f a r  the application of gaskets, two factors 
are important : 
' realising a law impedance Contacr b e t w e e n  
the housing and the gasket. 
the characteristics of the gasket itself. 

Fig.3.2.: Applying a gasket in practice 



For the second item, a wide variety of 
materials and gaskettypes are available, 
depending an the application. For the 
first one, a good (metallic) conductive 
contact must be achieved. Parameters as 
compressibility and flexibility of the gas- 
ket are influencing the final result, but 
also the galvanic corrosion effect between 
different conductive materials. 
And the same is true far the mating surface 
between both parts of a shielding box. 
If two dissimilar metal surfaces are 
placed in a moisty ambient, galvanic effect 
is generated by a movement of electrons. 
As a result, the surfaces are eroded or  
corroded. The same effect occurs when two 
identical metallic surfaces are carrying a 
current in a moisty ambient. This is the 
case for shielding materials, due to in- 
duced currents in the shield. 
TWO techniques are used to avoid galvanic 
corrosion : 
' avoiding the penetration of moisture 
by an appropiate sealing. If this is the 
case, there are no restriations in the 
choice of the metallic (or conductive) 
parts. 
choosing metals from adjacent galvanic 
groups. These groups are given in the 
next table. If metals from non-adjacent 
groups have to be used, an intermediate 
metal layer must be introduced (genera- 
ting a higher contact impedance ! ) .  
These conditions are very severe for 
the use of banding contacts in the pre- 
sence of salt water. 
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In this paper, a short overview of the 
influence of grounding, shielding, bending 
and their related properties have been 
discussed. In  the context of this course, 
only a tutorial discussion of the major 
problems was made. 
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Summary 
In support of the,Intern?tional Military 
Staff and the Allied Radio Frequency Agency, 
there has been a NATO EMC Analysis Programme 
since 1973. Early work involved 
compatibility of fixed frequency systems and 
the development of frequency assignment 
models. More recently the work has involved 
nrohlems associated with the comuatibilitv of 

- 

freauencv hoDDine systems and thkir 
manigemeht. ' YncFeaking comperirion f o r  
limited s ecrrum space b borh mil/rary 
systems tEemselves and aKso by civil syscenis 
coupled with r.he need f o r  more d namiL 
freouencv manaeement in r.he battref ieid D O S B S  
many comcatibirit 
Military and civil EMC interests are also 
becoming more inter-related because of 
European Community decisions concerni?g 
telecommunications and electronic devices. 

interests for the futtre. 

1. Background to the NATO EMC Analysis 
Programme 

whkther the hew system or equi ment is 
suitable for o eration in the Frequency band 
or bands for wEich application is,made. 
A reement by the nations of ARFA implies 
tfat, subsequently, efforts will be made to 
find allotments o r  assignments of frequencies 
to allow the newcomer to operate. 

1.2 ARFA, which had been established in 
1951, found in the late 1960s and early 
1970s. that increasine densities of 

~~ ~ 

~~ ~~ , , ~~~~~ ~ ~~~ ~ ~ ~ ~~ ~ ~~~ 

communications equipments. the emergence of 
new types of coding and modulation schemes 
and the greater emehasis on system mobility, 
made it essential to have available EMC 
analysis in su port of its work; in 
oarticular on Freauencv sumortabilitv 
Lpplications and ilso bn fkiquencv 
assignments. 

. 

1.3 National EMC,programnes already existed 
at that time hut did not meet NATO's needs. ~~ ~ ~~~~ ~ ~ 

The national pro rammes were, and still are, 
principally invoFved with platform, cosite or  
intra-system EMC. A new organisation was 
needed to tackle problems having 
mu1 t~inat-ional or  NATO-wide asuects. The aims 

~~~~~ ~ 

of the NATO EMC programme have'hardly changed 
from its inception but the scope of the 
programme is much wider. 
increasingly conrri.butes L U  rhe work  of 0t.ht.r 
YATO ayncies. ,cymirt.ers and groups such as 
the ~l l e d  raL .ical Com~Jnica!.i3ns Ap.ency 

Today it. 

~. ~~~~ ~ ~ 

(ATCA), Sub-Group 5 on the NATO 
Identification System (NIS), the Allied Naval 
Communications A ency (ANCA) and the NATO 
Comunications an$Information Systems Agency 
(NACISA). 

1.4 To fulfil the original objective of the 
programme, the Militar Committee invested 
this responsibilit w i d  ARFA. In setting up 
the ro ramne, NATdlwas faced with the choice 
of w%et%er to carry out most o r  all of the 
work in-house with a substantial team of 
wide-ranging skills or  whether to establish a 
small team which would contract out the most 
detailed, calculation-intensive work to 
existing specialised EMC groups inindustry 
o r  national defence organisations. The 
latter course was chosen and the EMC Section 
of ARFA is a team of only four people with a 
modest budget which enables them to 
commission studies requiring larger o r  
different resources. 

2. Scope of the NATO EMC Analysis 
Programme 

2.1 Ingivingterms of reference forthenew 
activity,'theMilitaryCommittee i,nMC 177, 
recoenised three different cateeorles of EMC 

I o--- ~ ~ 

...~ 
assessment: 

a. Equipment EMC aimed at ensuring 
that all components and modules 
within an electronic equipment 
will function properly without 
causing interference to other 

b. 

elemenKs of the same equipment. 
This is a national 
responsibility. 

Intra-S stem EMC addresses the 
e ectrogagnetic com atibility 
within lar e instalfations o r  
platforms $ships, aircraft) with 
the objective to reduce 
interference between co-sited 
s stems to an acceptable level so 
that the performance of these 
s stems will not be degraded. 
Tgis EMC responsibility rests 
either with the national 
authorities o r ,  if the system is 
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procured by NATO, with the NATO 
agency responsible for 
procurement. In the latter case 
some of the work may be performed 
under the NEMCA Programme. The 
NATO Airborne Early Warning - System is an example. 

c .  Environmenral 3 1 C  rakes inr3 
accounr che act.ua1 deploymenr. of 
a svscem ,icAer oxrational 
conhitions incluain 
interooerabilitv, Efectronic 
Warfare and flekibility 
requirements and has to ensure 
that both the system under 
consideration and other existing 
and planned systems sharing the 
same frequency subband(s) in the 
same geogra hical area will be 
able to ergorm their functions 
com atibyy. The procurin nation 
or RATO agency is require% to 
determine the conditions under 
which a new sysecm can be 
com atibly deployed. Also  
incruded in environmental EMC 
considerar.ions are asoects such 
as the equipment mix in a band, 
frequency assignment or allotment 
strategies and other questions of 
this type, which are not 
associated with procurement of a 
specific system. In these cases 
a general policy will be applied, 
whereby the administration (or 
agency, or command) with the 
authority to decide on these 
questions is inherently 
responsible for dealing with the 
PIC analysis implications of such 
decisions. It is work within 
this cate or which forms the 
bulk of tie ZATO EMC Analysis 
Programme. 

Although the NATO EMC Programme is 2.2 
concerned mainlv with environmental EMC and 
communication sjrstems studies, NATO involves 
itself in certain cases with equipment EMC. 
For example. the NATO Militar A ency for 
Standardisation (MAS) has DubTisfed the 
Lo1lowir.g series’of NAT3 Sk.andardi;ation 
Agreenenes (STANAGsJ on the EblC of  aircrafr 
systems and equipmenre: 
SrANAG 1456AE Aircraft Elecr.ricai Svsr.en1 

Characteristics 

Su plies for Aircraft 

and Electronic E uipment 
EMC of Aircraft 2ystems. 

STANAG 3457AE Ground Electrical Power 

STANAG 3516AE EMC for Aircraft Electrical 

STANAG 3614 
Work is in progress in SWG/lO of the CNAD 
(Conference of Nationa1,Armamenfs Directors) 
to develop a STANAG on inter-ship EMC. 

3. Environmental EMC 

3.1 Within the NEMCA Programme the 
environmental EMC assessment sometimes 
involves establishing by analysis or bench 
test, the effect of one equipment on another 
(one-on-one) but this is usually the first 
step in assessing the system on system (many 

on-many) impact. It is rare for a particular 
system to have exclusive use of a band of 
freouencies or even of a number of channels _.. ~~ ~~~~~ ~~ ~ ~~~~~~~ 

(allotment) and given the dynamic character 
of tactical military systems, absolute 
compatibilit is not- oksible. Many of the 
projects witzin the REMCA Programme have 
involved system-to-system analyses aimed at 
findingwhether operating conditions canbe 
established under which a tolerable level of 
interference is not exceeded and which do not 
unduly restrict the militarymission. With 
different systems operating in the same 
frequency band and having to share limited 
frequency resources, the re uired 
and system design and also by system 
management. Within the scope of system 
management, use or access to the radio 
frequency spectrum contributes in the form of 

compatibility can be achieve 3 by equipment 

frequency separation 
distance separation 
time separation. 

In theory at least, one could add 
Flarisation decoupling but in the frequency 
ands where the need is greatest, below 1 

GHz. propagation characteristics and the 
deployment constraints of the tactical system 
result in a benefit that is not,sufficiently 
consistent to make this a practical option. 

Although spreading codes and frequency 
hopping sequences are used in order to avoid 
detectionand ja”in , their characteristics 
can also be managef s o  as to achieve EMC 
within svstems. Indeed the assienment of .. ~~~~~~ ~, ~ ~~~~~~ ~ ~~~~ ~ 

hop-set sequences (or net number:) is 
analogous t o  the assignment of single 
frequencies. 

3.2 Assessing how well rhe managenenr of 
these paramer.ers can achieve che required 
comnaribilirv of svstems in a ba-rLefield ~,~~~ &&%1%6nt ,‘i&olves com licated analyses 
which necessarily include gat, on deployment 
scenarios, freqtiency assignments,-hop-set 
characteristics, equi ment parameters, 
int-erference thresholgs and DroDaeation ~ ~~~ 

statistics or models. Compliiatlogs arise 
from establishing the deployment scenarios, 
which sometimes involves both red and blue 
forces, and from interprerine r.he analysis 
results in ouerational terms. However. as ~~~ 

will be descFibedl  many system-to-SyStem’EMC 
analyses performed under-the NEMCA Programme 
have ainedacceptance and resultedin, for 
examp K e, the basis for management of the 225- 
400 MHz band, the selection of hop-sets for 
t.he El? resistant communications svstems HAVE ~~~~ ~ ~ ~ ~ ~~ ~ ~ 

QUICK and SATURN, decisions on th6 use of low 

grequency bands and have influenced strongly 
the strategies for frequenc management of 
the VHF (30-88 MHz) band w&ch must 
accommodate Combat Net Radio and Single 
Channel Radio Access systems. 

ower (unlicensed) devices in military 

3.3 The problems of environmental EMC arise 
prticularlywith operations in the militar 
requency bands below about 5 GHz (figure 2); 
and most of all the so-called VHF and UHF 
bands. 30-88 MHz and 225-400 MHz. This is a 
conse uence of these bands being the most 
suitabqe for tactical battlefield systems by 
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virtue of propagation and antenna 
characteristics. Much of the effort of the 
NEMCA Programme has been and continues to be 
focussed on these two frequency bands. 

channel and adjacent channel interference 
distance of similar (but unfortunately not 
identical) systems of Allied nations. 

3.5 The fre uency band 225-400 MHz, with 
minor sub-ban8 exceutions. has been agreed to 
be available for exclusive military use in 
NATO Europe both in eactime and in wartime. 
This fact alone woulg be enough to ensure 
that it is heavilv used in terms of svstems 
and assignments. 'Additionally, of cohrse, 
this range of frequencies is attractive in 
terms of-both single channel and multi- 
channel systems and it is the highest 
available fre uency band for tactical systems 
where links 02 reasonable length can be 
established without necessariIy having radio 
line-of-sight. This band is used therefore 
to support-a wide range of narrow and wide 
band systems which are. for the most part, 
destined to be operated in the tactical 
reeion of the battlefield (includine sea and 
ai? space) and which must be capablz either 
of rapid deployment o r  mobile operation 
(figu?e 3): All the rincipal S stems 
operating in this ban$ listed befow have been 
involved in the various EMC analysis projects 
within the NEMCA Programme. 

AirlGroundlAir (AIGIA). Although some 
military aircraft can use the VHF band almost 
all communications between aircraft and 
between ground stations and aircraft must be 
assiened in the ranee 225-400 MHz. Some 8500 
assibnents are nrezentlv made. Ground 
stations may include high-power amplifiers to 
overcome jamming to the aircraft and ma have 
more than 30 assignments. The single cgannel 
AlGlA communications include amnlitude 
modhated clear voice transmissions as well 
as encrypted voice and data. Fixed frequency 
operation can take place in the same area and 
timeframe as slow and fast frequency hopping. 

Radio Rela . Trunked radio relay systems & backbone communications for the 
automatic switched tactical area systems. 

They are digital systems requiring between 
0.5 and 1.5 MHz of bandwidth for each point 
to point connection. 

Tactical Satellite Systems. UHF satellite 
s stems operate in su - an s of the 225-400 dz band and use fixbed"a,"d mobile ground 
stations including aircraft and shl S .  
Channel widths vary from 5 kHz to 500 RHz. 

Nav Communications. Theseare forthemost 
par: sing e c anne systems havin equipment 
charac'terlis A c s  similar to A/G/fi systems. 
Like the air force systems they are now 
equi ped to operate in both kixed frequency 
and grequency hopping modes. 

These systems and others must all share the 
EMenvironmentcompatiblythroughhavingto 
share the same snectrm and sometimes the 
same channels. . 
4 .  Example Projects within the NEMCA 

Programme 

4 . 1  In this section a few of the projects and 
activities, both past and present, within the 
NEMCAProgrammewillbe reviewed. Theyhave 
been selected to illustrate the range of 
system EMC problems encountered and how they 
have been tackled. 
4.2  Introduction of fre uency hopping 
systems (NEKA Project 2 , .  
A project was established in the early 1980s 
to investi ate the effect of introducing 
frequency gopping systems into the 
battlefield zone. The early part of the 
project was aimed at investlgatin 
interferencemechaqisms and establis In the 
threshold levels with other s stems in%oth 
the VHF and UHF bands. Much ofYthis work was 
performed through study contracts let by 

a 
ARFA. These studies analysed the 
interference at the equipment-to-equipment 
level for various types of victim receiver 
and f o r  a ranee of hoD-rates for the 
freauencv h o m h  svste". In this first Dart 
of the 6tudjr'thZ interference to sin le 
channel A/G/A systems, conventional fNR, 
radio relay systems anddomestic television 
was investigated. these one-on-one results 
were used to assess the imoact of homers on 

The next phase of the VHF band stud extended 
the work t o  the system level {re? 2 ) .  For 
this itwas necessarytodescrtbe a range of 
operational scenarios involving a sin le 
Corns area. two and three adiacent Alpied 
Corbs and finally that of twdAllied Corps 
and'an enemy Corps in which the VHF band was 
a l s o u s e d f o r t a c t i c a l c o m m u n i c a t i o n s .  The 
study producedvery valuable thou h arguably 
not sumrising results. It con%irmed the 
overcroGding gf the VHF band that users had 
imp, complained abwr and rhe likelihood of 
inrerfcrence even bet.weenconvenriona1 fixed 
f r e n n r n c v  SYS~.L"S. The value of the 

1 :.I -. . - ... . 
con?irmationwas that it focussed attention 
on the problems of frequency management of 
theVHF bandandall subsequent discussions 
on its use, including the introduction of new 
e ui ment desi ns have been influenced by 
N h C l  Project &. It must be borne in mind 





Work was erformed under the NEMCA Programme 
in 1988-1889 to establish the rules to be 
applied to the assignment of net numbers (a 
number which effective1 identifies the 
sequency) for the HAVE &IC, system in NATO 
Euro e. These rules are now incor orated in 
(ref 4 )  and the same algorithm wlll probably 
be the basis for the net assienment rules 

the hAPE Standard Operating Proce 3 ure (SOP) 
which will be established for-the SATURN 
s stem which will gradually succeed HAVE 
Q6ICK over the next few years. 

Adjacent channel compatibility within 
frequency hopping systems can be achieved 
either by dividing the total number of 
fre uencies available into a number of 
smaqler hop-sets which can then be used 
inde endently or by usin all frequencies 
avaiyable but arranging kop-set sequences 
such that, throughout the whole length of the 
oseudo-random seauence. there will alwavs be 
;I minimum instanfaneoui f reauency separ2tion 
herween cercain hop-ser seqtiencek. Wirhin a 
compleely orthogonal System rhere will be no 
possibility of co-channel interference if no 
net number is assigned rwice and char need .~ ~ ~~~~~~~~ ~ ~ ~~ ~ ~ ~~ 

not occur until thz number of nets required 
exceed the maximum available for that hop-set 
size. Even then, compatible operation can be 
achieved by re-assigning net numbers when the 
interference distance is exceeded. Assigning 
net numbers. or hoo-set seouences. is 
therefore analogouk to assignment of fixed 
frequencies. 

4 . 7  N A W  EMClEMI 

The EMC Section of ARFA has, for more than 
four years now 
support to S eAial Working Group 10 which 
re orts to ti?, NATO Naval Armaments Grou 
(NRAG). The work involves the roblem OF 
intership EMC/EMI arising out 05 the 
formation of multi-nation task forces. The 
close formation of different ships having 
different equipments produced a special 
problem for which national mana ement 
programmes were not equipped. 
in the develo ment of an interference 
rediction mogel called NATCAP (NATO 
electroma netic Compatibility Analysis 
Programme?. 
model called EMCAP. The first version of 
NATCAP dealt only with radar-radar 
interference. It uses data on the antenna 
radiation Datters. the radar transmitter 

provided the technical 

h F A  assisted 

This was based on an earlier US 

spectrum and the victim receiver response to 
provide a prediction of the probabilit 
interference. Observations were made gy 
several national navies durin the exercises 
"NORTHERN WEDDING 86" and "DIgPLAY 
DETERMINATION 67" to validate predictions 
made by the model. After NORTHERN WEDDING 
86, the model's propagation module was 
modified under a contract awarded by ARFA. 
This now allows for the optional use of a 
near-water path l o s s  calculation which was 
based on data obtained through ARFA 
articipation in AGARD Working Group 02 
gealing with Near Water Propagation (ref 5 ) .  

of 

Several NATO nations are now using the NATCAP 
model for their own purposes. The most 
recent ARFA contribution to SWGlO has been to 
obtain national predictions and results of 
trials, and to make an analysis of the entire 
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be griater, it may well be less. 

Many present systems will still 
be operational beyond 2000. The 
current lifetime of about 20 
,ears for new systems may be 
extended due to the good 
reliability of modern equipments. 

The post-2000 systems will 
introduce new hop-rates and other 
ECM resistance features. These 
may conflict with good EMC, which 
in principle is most easily 
achieved with 'like systems', for 
which better management rules can 
be developed. 

The new generation of ECM 
resistant communication systems 
will generate their own EMC 
problems for which solutions have 
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yet to be found. For example as 
the densit of deployment of 
frequency Kopping equipments at 
co-sites increases 
intermodulation wifl become a 
problem. The solution is not as 
straightforward as for fixed 
frequency systems. Another 
example is that just as finite 
Fropagation time means that a 
01 ower jammer cannot am a 
system hopping at very jast 
rates. it also means that the 
frequency hopping ,system becomes 
non-orehogonai nnc co-channel 
interference can ozcur. 

The ARFA contribution r.0 PG6 concluded t.har. 
for t h e  p o s t - 2 0 0 0  s stems o achieve R high 
dbg:es UI conparibi y .  ity rhcy , :; m ' J s t  be designse 
L O :  

a .  operate in a shared spec:run 

b. avoid co-site interference. 
environncnt , and 

1nc;uding image. harmonic and 
:nrermod,ilarim. 

Tkeir devr?opmenr must go hand-in-hand with 
-he developnent of bet:cer operat.ionn1 and 
freq.iency speccrm mnagement techniques. 
f..9 Other curent. and forthcoming tasks 
within rhe NATO EMC analysis pro ranme 
involve t h e  E?1C of Tactical Sateelit; 
Systems, the NATO IdenLifica-ion System (NIS) 
and associated nar.ionel 3K studies. ar.d :he 
Air Cornand and Control System '.ACCS) which 
will he r h c  sI;ccessor 1.0 the KAT0 Air Defence 
Ground Environment (NADGE). 

5 .  The European Comnunity EMC Directive 
and 1 L S  Posslhle Impac: on Elllirary 
toimunicar i ons  Equipments 

5.1 The first part of this lecture dealt 
with a rather specific area of activity. 
previous lectures concerned wide-ranging 
topics. In this Dart of the l ~ r t u ~ . ~  !mC 

The 

- - - - - - - .  ---- ~~ ~~~~ 

dekelopments in the European Community (EC) 
will be reviewed and it will be seen that 
these develo ments will have a bearing on 
almost all tge EMC issues dealt with in this 
lecture series. They even have an impact 
beyond the European Community area. 

5.2 The EC ublished a Council Directive on 
EMC in the Ofgicial Journal of the European 
Communities on 23 May 1989 (ref 7). It had 
been approved by the Council on 3 May 1989. 
The directive is a document which is binding 
on governments, and member states of the EC 
are required to adopt le 
implement the directive 
is done through national 
necessary legislation to apply the provisions 
of the directive must, according to the 
yesent timetable, be applicable by 
January 1992. 

5.3 The basic reason for the EC action is 
to support the internal market: in other 
words to permit the free movement of oods. 
The EC directive on EMC is iust one o f  a 

~~ ~~ ~ 

large number of measures coikequent on the 

Single European Act, (which is a modification 
of the Treaty of Rome) taken to ensure that 
the movement of goods across EC internal 
boundaries cannot be thwarted by barriers, 
and this includes technical specifications. 
It is clear from the EC directive that the 
legislation and the standards and test 
methods will ap ly to a wide range of 
electrical and efectronic appliances. There 
is the notable exemption given to the radio 
equipment used by radio amateurs but even 
then only if the equipment is not available 
commercially. The direction includes the 
following list of products as an illustration 
of what will be covered: 

a. domestic radio and television receivers 
b. industrial manufacturing equipment 

C. mobile radio equipment 

d. mobile radio and commercial radio- 
telephone equipment 

e. medical and scientific apparatus 

f. information technology equipment 

g. domestic appliances and household 
electronic equipment 

h. aeronautical andmarine radioapparatus 

i. educational electronic equipment 

j .  telecommunications networks and 
apparatus 

k. radio and television broadcast 

1. lights and fluorescent lamps. 

The directive also states that these 

transmitters 

equipments and appliances, aswell as being 
compatible by virtue of their emissions, must 
be constructed in such a way as to have an 
adequate level of electromagnetic immunity. 

5 . 4  As well as the national legislative 
$reparations, work has already started on the 
evelopment of specifications and test 
standards. There exists an organisation 
called CENELEC (EuroDean Committee for 
Electrotechnical'standardisation) which acts 
on behalf of the European Commission to deal 
with the technical issues. It is a non- 
profit making organisation set up under 
Belgian Law and is composed of a Secretariat 
and the Nat iona lElec t ro technica lCnmit te .ps  ~~ ~~~~~~~~~~~~ ~~~~~ 

of 18 countries in Western Europe. The 18 
countries are the EC countries plus the EFTA 
(European Free Trade Area) countries. In the 
context of the com osition of CENELEC it is 
im ortant to rememger that not only are not 
al? the EC countries in NATO but not all NATO 
countries are in either the EC or EFTA 
(fi ure 4 ) .  CENELEC was given the legal 
rig% to set reference European standards on 
be alf of the EC as long ago as 1983 (EC 
Directive 83/189). In the matter of EMC, 
CENELEC tried to do this first by 
harmonisation of existine. national and 
international standards. -This could not be 
made to work and in order to implement the EC 
directive, work is now in progress to develop 



common enforceable standards. As soon as 
CENELEC started this work. a "standstill" on 
national EMC standards was im osed. This is 
standard CENELEC procedure an: it means that 
no new national standards can be developed 
and no existing ones modified. 
The work is being done by two technical 
committees composed of national 
representatives: 

TCllO on EMC 
SCllOA on EMC Products. 

SCllOA is charged to consider the 
harmonisation of product related documents 
and to participate in the preparation of the 
dedicated product standards as requested by 
TCllO. 

5.5 From the list of apparatus and 
appliances and the scope of the CENELEC 
committees it is clear that. even allowinr! 
for some lack of definition; most electrical 
and electronic apparatus will be affected by 
the directive as well as much of the existing 
EMC standards and PIC taskine activities. To ~~~~ . ~ ~ 

be covered by the legisiatio;, it is simply 
necessarv that the product is to be made 
commercihll available in the EC or EFTA 
countries wxether made in those countries or 
outside. CENELEC's work is well underwav. ~~~~~ 

The first two generic~standards and the sirst 
five Droduct oriented standards had, by 
Augus't 1990, been distributed for comment. 
The CENELEC Secretariat is confident that 
most of the generic standards will have been 
published by the end of 1992. 
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civil users. Furthermore, some equipments 
may be developed originally with the military 
as the intended user but then became more 
widely available (e.g. night vision devices). 

No exemption can be obtained on the basis of 
the frequency bands of o eration. CENELEC 
will apply their standargs to all fre uency 
bands as they are described in the PTU 
Regulations, whether they are exclusively 
civil. shared militarv and civil, o r  
exclusively military. 

5.7 Recent ex erience in the US ha? shown the 
out-of-ban% emissions of so-called "Non- 
need for vi i P ance concerning the in-band and 
licensed Devices". Manv of these correspond 
to apparatus T;eferred 10 in Euro e as 'Low 
descriptions cover a wide range of devlces 
such as garage and car door openers, radio 
controlled tovs. babv alarms and cordless 

Power Devices . The American an $ European 

. .__ 
telephones. 1; the, US: standards for th,e in- 
band characteristics have been established 
butnot for out-of-bandemissions. Eventhe 
in-band emission levels can be high and do 
not corresRond to everyone's definition of 
"T.nw Pnwer . Under t.he EC directlve. these . ~~~~~~ ~~~~ ~~ 

liances would need LO comply with the 
t&ELEC srandards but as in rhe US. 
individual radio licenses would nor be 
needed. 
5 . 8  Hany devices are alread available in 
Eurooe and ir must be exDecre~rhar rheir use 
coul'd become as widesfiread as in the US, 
where 13 million garage door openers have 
been sold. In recent years several of the 
European national authorities have received 
re uests for ap roval of Low Power Devices 

military band 225-400 MHz. Ttis band is not 
an3 these inclu B ed some for o eration in the 



6-8 0 

for military use world-wide and for exam 
some garage door openers operate around 
MHz. -In lorder to assess the risk of 
interference from LP Devices, a study was 
performed under the NEMCA Pro ramme at the 
reauest to the Joint CivillMifitarv ARFA 
mee'ting. The study was specificallv aimed at 
assesshg whether htecfetence LO aircrafr 
comunicarions sysrems could be created by 
widespread use of  LP devices. For rhe 
analvsis ARFA used the oower levels f o r  
devibes permitted by thk Federal 
Communications Comission in the US. These 

F .  igure 5 ) .  

Continuous Emissions 

Frequency Range Maximum Emission Level 

216-960  MHz 200  uVlm at 3 metres 

Intermittent Emissions 

Frequency Range Maximum Emission Level 

1 7 4 - 2 6 0  MHz 3750  uV/m at 3 metres 

260-470  MHz 3750-12500  uV/m at 3 

emitted levels are as follows (and shown in 

metres (linearly 
interpolated) 

Relative t o  a 10 watt aircraft transmitter 
output, these inrermittenr emissions are 
between 6 3 . 8  and 5 5 . 6  dB down at 225 Miz and 
400 MHz resDectivelv. ARFA analvsed the 
situation of low flying aircraft-in 
comunication with the ground or  other 
aircraft. Calculations were made to 
determine the u per limit tolerable for the 
densitv of simuftaneouslv active emitters. 
The anhlvsis assumed an iircraft height of 
1000 feet (about 300 metres), wanted-signal 
margins of 0, 10 and 20,dB, and a range of 
distances between the aircraft receiver and 
its round station o r  other aircraft. The 
resufts are shown in figure 5 .  

Low flying aircraft will tend to be close to 
their ground station o r  other aircraft when 
comunicatin and of course at the high end 
of the 225-4%0 Mfiz band particularly, the 
short horizon distance will hinder 
communication. However the results show that 
for a within-horizon wanted distance of about 
50 km, even if zero dB signal margin is 
accepted, fewer than 1 0 0  emitting devices per 
sq.km can be tolerated. 
the US, this sort of densitv is quite 

Judging by usage in 

5.9 The implemenration of the PIC directive 
IS nor the sole developnenr of Community-wide 
Drooorrions thac will affect NATO and 

There has been an explosive growth in the 
demand for mobile communications including 
car-radios andvarious paging devices. The 
rowth is expected to continue and the EC 
8eveloped a standard for a Pan-European radio 
mobile cellular s stem (GSM) which will 
operate in the 900 &z band. It is developing 
a standard for a a ing s stem (HERMES) 
operating around 1 ~ 0 h z .  Iro'ected numbers 
are for 1 2  million GSM subscribers in EurODe 
bv the end of the decade and for pagini 
dkvices to increase froma 1 9 8 7  total of 1 . 3  
million to 13 million by the end of the 
1 9 9 0 s .  
projections may well be on the low side. 

Based on past experience these 

Several nations have been giving 
consideration to introducing new ways of 
managing the radio frequency and there are 
some sug estions of delegatingmanagement of 
certain%ands to commercial organisations 
("Deregulation"). 
EuropeanCommunityhas publisheda proposal 
for the Commission to carry out studies on 
the use of the spectrum with a view to 
developing EC views on changes to allocations 
and spectrumuses (ref 8 ) .  It is anticipated 
that these studies will include PIC analysis. 

6 . 0  Concluding Remarks 

At the same time the 

The success of the NATO EMC Analysis 
Programme has been marked by the wide 
acceutance of its outDuts and the direct and 
nece'ssarv sumort it hives to the frequency 
managemerit re's' onsibillties of ARFA. 11, has- 
as foreseen, filled a gap left by nationai 
EMC studies and thereb contributes also to 
the work or  other NATJ Telecommunication 
A encies such as ATCA and ANCA, as well as 
tie Tri-Service Group and NATO project 
offices. There will be a continuing need f0.r 
t.he programme as long as there areplans f o r  
multi-national0 erarionsandmulti-national 
nrocurements. ?here will be chanees in ~~~~~~ 

agreements on the use of the radio f?eguency 
spectruminEuro e resultin frome uipment 
and system devefopments. femands %or 
commuhications capacity both civil and 
military, spectrumderegulation. political 
chanees and the increasine influence of the ~~~~~~ ~~~~ ~~~~~~ 

Commission of the Europein Community in 
communications and spectrummana ement. The 
NATO EMC Analysis Pro ramme un%er ARFA is 
well placed to respon% to these changes. 
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S Y S T E M S  SHARING THE 225-400 MHZ BAND 

&LE.- I; R O U N D - AIR 

AIRCRAFT P W R  20W 
GROUbID P W R  100W-3k 'W 
BANDWIDTHS GkHz-5OkHz 
ANTENNAS:  OMNIDIRECTIONAL 
LOCATIONS: GROUND- MOSTLY FIXED 

AIR - R.ANGE I:> 3 0 0 N M  

RADIO RELAY 

POWER 2 0 - 4 0 W  
BANDWIDTHS 500kHz-1 .5MHz 
A N T E N N A S  8-10dB GAIN 
LOCATIONS: SOME FIXED 

MOSTLY VARIABLE WITHIN CORPS AREA 

N A V Y  

POWER 2 0 - 1 0 0 W  
BANDWIDTHS GkHz-5OkHz 
A N T E N N A S :  OMNIDIRECTIONAL 
LOCATIONS: SHIPS A T  S E A  AND IN HARBOUR 

F i p u r e  3 
AIRCRAFT A T  S E A  AND OVERLAND 

U.K. 

F i n  1 and 
Sweden 

ms E L E F T A  and Figure  4 P_articipation g CENELEC 
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SUMMARY 

The lecture fmtpreseno a review of the basic concepts of 
radio spectrum utilisation and the physical mechanisms of 
electromagnetic (EM) wave propagationof relevance to radio. 
radar, control and navigation systems. A survey of the uses of 
the various bands in the radio frequency (RF) spectrum is then 
presented. Interactions between the propagation mechanisms 
introduced previously and frequency planning requirements 
are considered, making reference to the precision of available 
modelling and prediction procedures; emphasis is given to 
interference generation potential. Attention is then med to 
equipment and system design features which affect their spec- 
tral occupancycharacteristics, including RFequipment imper- 
fections. signal design, system design and control, and M- 
sitingproblems.Finally.themannerinwhichthebandsof the 
radio spectrum are allocated and controlled is outlined. and 
areasofpossiblefutureconceminbothNATO andcivilopera- 
tions identified. 

1. INTRODUCTION 

1.1 Scow of th e Lecturq 

* 

This lecture is concerned with the use of the radio spec- 
trum by equipments and systems employing "unguided" propa- 
gation, ie energy transfer between distinct geographical loca- 
tions by the physical mechanisms of radiation and near-field 
(reactive) coupling; it does not consider energy transfer via 
"guided"propagation,ieover wires, coaxialcablesandoptical 
fibres. except where any energy leakage cannot be assumed to 
be negligible. Some consideration is given to additional spuri- 
ous radiation from bona fide transmitters, and from electronic 
systems whose primary function is not to radiate energy, eg 
computing equipments. 

1.2 -encv SDW- 

The radio frequency (RF) spectrum is an extremely valu- 
ablenaturalresource and, as withmostnaturalresources. there 
is the possibility that it may be used inefficiently or in an un- 
authorised manner (Weisz 1989). Consequently. the disci- 
plines of spectrum management and conservation are intended 
toensurethattheRFspectrumisusedinthemostefficientand 
effective waypossible. given thephysicalcharacteristics of the 
available propagation mechanisms, equipment parameters and 
imperfections. and user requirements. It should be noted that 
the value of the spectrum as a resource only becomes apparent 
when it is actually used; then, the users have had to invest in 
equipment. At that point. they naturally have considerable re- 
sistance to any modifications in frequency assignment and 
control procedures; therefore. any such changes are normally 
introduced over a considerable period of time. 

1.3 

The NATO operational requiremenu encompass radio, 
radar. control and navigation systems of many different types. 
fuedandmobile.dispersedovera widegeographicalarea, and 
radiating inalargeproportionofthe available frequency bands. 
Accessrequirements rangefromcontinuous to very infrequent, 
yet all users require a specified grade of service whenever they 
choose to access the specr". There must also be sufficient 
flexibility in the spectrum control procedures to allow new 
systems to be introduced without disrupting existing opera- 
tions. Similarly, flexibility must also be available to cope with 
increased levels of activity in times of emergency. tension or 
War. 

Of late, there has been an unprecedented expansion in the 
number of civil services exploiting the RF spectrum. particu- 
larly in the fields of mobile radio and paging; as a result, there 
is increasing pressure on military users to release some of their 
exclusive frequency bands in order that these can be made 
available for civil purposes. This, in turn, creates a situation in 
which military systems must make more efficient use of 
reduced spectral allocations. 

1.4 D e  Electromaen etic Compa tibilitv Problem 

The main problems in spectrum management and control 
arise from the need to maintain electromagnetic compatibility 
(EMC) between a vast number and variety of systems in situ- 
ations where the degree of natural isolation between those 
systems is extremely variable. Radio propagation mechanisms 
canusuallyonly becharacterised in astatistical manner; hence, 
interactionandinterferenceeffecu betweensystems are alsoof 
a probabilistic nature. Some propagation mechanisms can be 
effectively confimed withinnationalor operational boundaries; 
others, by their very nature. inevitably cross those boundaries. 
Thus, spectrum management, control and co-ordination must 
be applied at both national and international levels. 

1.5 

Thepotential complexity andvariety ofuser requirements 
for radio services are illustrated by Fig. 1. There are certain 
general"facts of radio systems life" which impose fundamen- 
tal limitations upon equipments and systems designed to meet 
these requirements; these will now be identified. 

(i) Efficiency of Radiation 

Fig. 2 shows the relationship between wavelength and 
frequency for EM waves propagating in free space. For most 
efficient radiation of EM energy, the transmitting antenna 
shouldhaveaphysicalsize whichisasignificant fractionof the 
wavelength being used; this allows the antenna to become 
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resonant or approach resonance. at that frequency. If this 
condition is not met. radiation efficiency will be low. This has 
particular implications for systems operating in the lower pan 
of the RF spectrum. as will be discussed later. 

(ii) Mobile &Static Terminals 

Radiated power levels and antenna efficiencies will tend 
to be significantly grcater for static installations than for 
mobile terminals. Again, this is especially m e  of the lower 
frequency pan of the spectrum. The reasons for this are limi- 
tations on the physical size of antennas and prime power 
generation associated with mobiles; there may be additional 
limitations imposed onmobiles arising from EMC constraints 
due to the co-location of a number of distinct EM systems 
operating simultaneously. eg communications transmitters 
and receivers, navigation and radar, all within a confmed 
physical space. 

(iii) Bandwidth Availability 

The amount of spectrum available for any given radio 
system tends to increase as the frequency of operation in- 
creases. The fundamental equation goveming the amount of 
informarion.1. thatcanbepassed intimeToveramemoryless 
communication channel having bandwidth B and received 
signal-to-noise ratio (SNR) SIN is 

I = B T log, [l + SM] bits (1) 

where S and N are respectively the total wanted signal and 
unwantednoisepowers withinthebandwidthB.From(l),itis 
clear that, with fixed T and SNR. increasing the bandwidth 
implies that more information can be passed over the channel. 
Below are listed typical bandwidths available to a user in 
different RF ranges: 

Frequency Range Bandwidth 

3 - 3 O W z  50 Hz 
0.3 - 3 MHz 500 Hz 
3 - 30 MHz 3 W z  
0.3 - 3 GHz 25 kHz 
3 - 30 GHz 5 MHz 
Optical 1 GHz 

(iv) Dominant Noise 

The dominant type and level of noise experienced by a 
radio system will depend upon its frequency of operation. In 
Fig. 3. therelativeEMradionoisepowersduetonatural atmos- 
pheric sources. man-made sources and internal sources within 
a typical receiver are plotted as a function of frequency (CCIR 
1978a) (CCIR 1963). It is seen that in the lower part of the 
spectrum.below afew MHz,atmosphericnoiseismostsignifi- 
cant; intherangeuptoafew lOOsofMHz,man-madenoiseof 
various types normally is at the highest level: above this range, 
intemal receiver noise dominates. Thus, depending upon its 
operating frequency range, a radio system may be "external 
noise limited" (at the lowerfrequencies)or"intemalnoiselim- 
ited",intheVHF/UHFrange,betweensay50MHzand 1 GHz. 
intemalandextemalnoiselevelsmay wellbecomparable. Fig. 
3 does not attempt to consider co-channel or adjacent channel 
interference from other radio users of the s p e c m .  It should 

also be noted that all noise sources can only be specified 
statistically and therefore the atmospheric and man-made 
ranges shownmay well vary widely with location. lime of day. 
season, etc. 

(v) Range Achievable 

'The gcographical range achievable with a radio system 
depends upon the frequency of operation in an irregular man- 
ner. Fig. 4 illustrates this irregularity in a simplified manner. 
Although propagationvia asatellite transponder is not anatural 
mechanism, it is included here for completeness. Thus. there is 
no simple progression in which, say. range increases with 
frequency of operation. In EMC terms, the implication of this 
is that the degree of natural isolation between radio services 
will be highly frequency dependent. 

1.6 of the Lecture Mat enal ' - 
Section 2ofthis lecturedeals with thepropagationmecha- 

nisms available for radio services, and with their basic charac- 
teristics; the status of analysis and prediction techniques for 
modelling propagation and interference generation is consid- 
ered in Section 3. Section 4 examines the various aspects of 
equipment and system design influencing the EMC of radio 
services. The means by which the regulation and control of the 
RF spectrum is effected are described in Section 5.  whilst 
Section 6 discusses areas of possible future concem to NATO 
and other specuum users. together with overall conclusions. 

2. PROPAGATION AND INTERFERENCE 
MECHANISMS 

To fulfill the user requirements mentioned previously. 
there are a number of distinct. naturally-occurring. physical 
mechanisms which allow the propagation ofradio waves over 
a wide range of distances at different frequencies in the RF 
s p e c m .  These will now be reviewed briefly (Griffiths 1987) 
(In 1972). and their major properties indicated. 

2.1 Mechanism I: Guided Modes 

Such modes occur at the lower RF frequencies. typically 
below a few 10s of kHz. Energy propagates via spherical 
waveguide modes in the natural cavity formed by the earth's 
surfaceononeside, and theloweredgeof theionosphereon the 
other. The width of this cavity is normally between 70 and 100 
km. As withall waveguidemdes,propagation losses arelow. 
giving the possibility of RF energy uansfer over very long 
distances; amplitude and phase stability are g o d  - another 
characteristic of waveguide propagation. A funher important 
propertyofradio wavesinthisfrequencyrangeis thattheyhave 
a significant seawater penetration as a result of their long 
wavelengthandcorrespondingly largeskindepth (Watt 1967). . 

The properties outlined abovemake this form of propaga- 
tion useful for temsnial navigation systems requiring accurate 
phase measurements. eg OMEGA (Swanson 1983) operating 
overranges of several lOOOs of miles at frequencies of approxi- 
mately 10- 11 kHz.Propagationdisruptioncanoccurwhenthe 
ionosphere becomes disturbed, say due to abnormal Solar 
activity: in this case, phase stability will degrade, as will 
navigational accuracy. Seawater penetration also makes this 
band useful for low data rate broadcast com"iCaU0n from 



surface transminers to submerged submarines, although com- 
munication in the reverse sense presents severe practical 
problems. The wavelengths in this region of the spec- can 
be as much as several lOWs of kilometres: consequently, any 
practical transmitting antennacanonly be awry small fraction 
of a wavelength insize and therefore highly inefficient. Essen- 
tially. such antennas act as probes in the earth-ionosphere 
cavity. 

2.2 w v  

In the frequency range from a few hundreds of kHz to 
about 25 MHz, beyond line-of-sight (T3LOS) ranges can be 
achieved by groundwave propagation. When a radio wave is 
launched fmm an antenna near to the earth‘s surface, the 
groundwave propagation mechanism will transfer radiated 
energy with anefficiency that depends upon theparameters of 
the ground over which it passes (chiefly conductivity andper- 
mittivity), together with the frequency of operation. Maximum 
ranges of a few 100s of km are achieved over a low-loss, high 
conductivity, surface at lower frequencies; thus. lower fre- 
quency operation over seawater is most effective (Norton 
1960). 

2.3 e ‘c Skvwave 

The various layers of the ionosphere can act as a distrib- 
uted refracting mechanism for radio waves in the frequency 
range from about 2 to 40 MHz, although the available fre- 
quency range at any time is dependent upon ionospheric state. 
Fig. 5 shows the major elements of the ionosphere: it is a 
stratified medium. with regions of electron density wncentra- 
tion known as “layers”. From a propagation viewpoint. the E- 
and F-layers are most important in providing what is referred 
to as “high frequency (HF)”. or “shortwave”. communications: 
in addition,“sporadic”E-layermodes can extend the available 
frequency range substantially for limited periods of time over 
resmctedgeographical areas. Aboveabout2MHz.theD-layer 
acts primarily as an attenuator of radio waves. Ranges out to 
world-wide can be obtained via skywave propagation. 

As indicated in Fig. 5 ,  the major influence upon iono- 
spheric state is the sun; levels of solar activity directly affect 
the ionisation of the various layers, and hence the characteris- 
tics ofradio propagationviathose layers. Theearth‘smagnetic 
field also influences HF propagation. Themedium is extremely 
variable with time. season, solar activity, path orientation, 
gwgraphical position. etc; typically, radio waves will be 
simulatanwusly refracted by more than one layer. giving rise 
to multipath effects at the receiver (Davies 1966). , 

2.4 Mecharusm ’ IV: Meteor-Burs 

Over the approximate frequency range from 25 to 100 
MHz. long range radio propagation can occur as a result of 
reflection from ionised meteor trails. These trails are due to 
meteorites and micrometeorites entering the earth’s upper 
atmosphere at an altitude of about 100 km and “burning up”, 
thus creating aconeof ionisation which then rapidly disperses. 
Whilst the trail persists. it is an efficient reflector of radio 
waves and provides a high quality received signal: as the trail 
disperses. the received signal deteriorates and may enter a 
fading regime. Received signal durations are typically 0.5 to 1 

second, with inter-trail intervals of a few 10s of seconds. 
Obviously. data can only be transmitted in relatively short 
bursts but. during a burst, large bandwidths are available and 
ranges out to 2000 km can be achieved (Bartholome & Vogt 
1968). 

2.5 p c e  

Within the same hequency range of about 25 to 1W MHz 
quoted abave for meteor-burst, ionospheric scatter propaga- 
tion can also occur. This is due to scattering of radio wave 
energyfrom ionosphericinegularities atanaltitudeofapproxi- 
mately lWlon.Consequently.rangesoutto2000kmcanagain 
be achieved. In contrast to meteor-burst, received signals are 
continuous and relatively weak - a characteristic of many 
scattering mechanisms @ d o l o m e  & Vogt 1965). Other 
scatter modes also exist in this frequency range, eg auroral 
scatter i,nuane 1986). 

2.6 Mechanism VI: Trow snheric Scatter 

An important propagationmechanism from the frequency 
management viewpoint. operative over a very wide frequency 
range from about30 MHzup to 11 GHzormore. is tropospheric 
scatter.Thetroposphereis aturbulentregionof theatmosphere 
a few kilometres above the earth’s surface; radio wave scatter- 
ing takes place as a result of refractive index irregularities in 
this region. Ranges out to aproximately 400 km are achievable, 
again with relatively low signal strengths (CCIR 1966)(lshimaru 
1988). 

2.7 Mechanism W : Line-of-Sieht 

Line-of-sight, sometimes referred to as “space” wave, 
propagation occurs atvirmally all frequencies. although prac- 
tical line-of-sight (LOS) systems tend to operate in the fre- 
quency range from say 30 MHz to a few 10s of GHz. Gem 
graphical range is primarily determined by geometrid consid- 
erations, with antenna height being critical. Other factors 
which causevariations inreceivedsignallevel from that which 
might be expected from simple geomemcal calculations in- 
clude diffraction, reflection. Fresnel zone effects. refraction 
and atmospheric absorption. Fig. 6 shows an example of an 
LOS technique. ie satellitecornmunications, which clearly has 
the potential for world-wide coverage. Terresmal systems, on 
the other hand, have ranges restricted to a few 10s of kilometres 
(Livingston 1970). 

2.8 Mechanism Vm : Duc- 

The phenomenon of ducting, in which EM energy is 
propagated over beyond LOS distances when this would not 
normally be expected. arises from the presence of naturally 
occ-g Waveguides near m the earth‘s surface. Sufh waveguides 
tend to form when weather conditions are very stable, and are 
experienced particularly over seawater paths. The physical 
dimensions of the waveguides are relatively small, with the 
walls mmsponding to refractive index discontinuities. Clearly, 
propagation of radio signals in these waveguides will be most 
efficient when their wavelengths are comparable with theguide 
dimensions-typicallyfromafewmetrestoafew 10sofmetres. 
However, ducting has been noted from frequencies ranging 
fmmVHFto 11 GHzormore,overdistancesofafew hundred 
kilometres (Rotherham 1984). 



Table 1 lists,in broadterms.theintemationallydesignated 
bands of the RF spectrum and their abbreviated titles. the 
frequency and wavelength ranges for the bands. the main 
propagation mechanisms. and typical services operaiig in 
each band (TIT 1972). 

3. ANALYSIS, MODELLING & PREDICTION 
TECHNIQUES FOR PROPAGATION & “ERFERENCE 

In the previous section, propagation overthe complete RF 
specmun was described by reference to the various physical 
mechanisms which can occur. In some cases. these mecha- 
nisms are confmed within a comparatively limited part of the 
specuum; in other cases. the mechanism may straddle several 
of the bands shown in Table 1. Analysis. modelling and 
prediction techniques for propagation and interference assess- 
ment will now be reviewed. fust by reference to those same 
individual mechanisms, and then by considering situations in 
which multiple mechanisms may occur simultaneously. A 
more derailed treatment of some of this material can be found 
in (AGARD 1979) and (AGARD 1986). 

3.1 Guided M.c&s 

A comprehensive discussion of propagation modelling in 
the ELF/VLF/LF bands is given by (Kelly 1986). As stated 
previously. propagation in this frequency range is due to 
spherical waveguide modes in the cavity between the earth’s 
surface and the lower (D-layer) of the ionosphere. Within this 
cavity. it is possible for anumber of different waveguidemodes 
to exist simultaneously. heirparameters being dependent upon 
the physical characteristics of the cavity and its boundaries. 
togetherwiththemannerinwhichthe waveislaunchedinto the 
cavity. Thus, at a given point on the earth’s surface, the total 
received signal will be due to a combination of waveguide 
modes. Modelling essentially depends on a calculation of the 
complex reflection coefficients of the ionosphere, which are 
themselves functions of ionospheric electron and ion density 
profiles. and the reflection coefficients of the ground, which 
dependuponconductivity anddielectricconstant; angles ofin- 
cidence and geomagnetic field conditions must also be speci- 
fied. Consequently, analysis of system performance must take 
account of the following parameters: 

(a)theeigenangles foreachmcde, dependentuponthe 
reflection coefficients of ground and ionosphere 
(note that the ionosphere is anisompic 
because of interactions with the earth’s magnetic 
field. causing crosspolar field components 
on reflection); 

(b) transmitter power and antenna type; 
(c) receiving antenna type; 
(d) the excitation factor for each waveguide mode; 
(e) earth radius; 
(0 great circle distance between transmitter and 

receiver; 
(9) ionospheric height: 
(h) frequency of operation; 
(i) free-space constants (permeability and dielectric 

6) ground conductivity and dielectric constant. 
constant); 

Oneof themostsophisticatedanalysisprograms t d a t e  is 

WAVEGUID. developed by the US Naval Electronics Labora- 
tory Center and based on equations formulated in (Pappert 
1970). ?his predicts the vertical elecmc field received at any 
point on the earth’s surface due to a vertical electric transmit- 
ting antenna at another specified location. Fig. 7 is an example 
of the output of this type of analysis for a seawater path at 24 
kHz. showing that the regions of greatestprediction inaccuracy 
occur around the interference nulls at 2.4 and 3.8 Mm. 

Maximum errors in field strength prediction normally do 
not exceed a few dB, as illustrated by the data of Fig. 7, when 
the ionosphere and earth’s surface can be considered isotropic. 
When the isotropic assumption cannot be maintained, the 
analysis procedures required become more sophisticated. with 
a tendency to larger errors. Ln these cases, when the path 
parameters vary spatially, mode-matching techniques coupled 
with the WKB approximation arc used in conjunction with the 
basic waveguide models, eg (Pappert & Shockey 1974). An 
alternative to waveguide analysis is termed the “wave hop” 
technique(Morfitt&Halley 1970);thistreatsthetotalreceived 
signal as comprising components due to groundwave, 1-hop 
skywave,Zhopskywave,etc. and has anaccuracy comparable 
with that of waveguide analysis. 

It is also possible to carry out time dispersion and multi- 
path delay calculations using the same propagation models. 
Multipath is normally the more severe of the two effects and 
can give rise to maximum time delays of about 0.7 ms. 

In any system performance prediction. an acceptable 
gradeofservicecan beassociated with aminimumSNR.which 
itself will be dependent upon the particular channel encoding 
scheme employed by thesystem. Therefore. it is alsonecessary 
to model the noise environment which. as indicated in Fig. 3. 
isdominatedby atmosphericsources at thelowerendof theRF 
spectrum. The noise pdf is non-Gaussian and is often taken to 
be log-normal; consequently, noise clipping can be effective. 

As with all natural phenomena, ELF/VLF/LF propagation 
is the subject of statistical variation. Normal conditions can be 
predicted with reasonable asccuracy. but abnormal (statisti- 
callyrarer) effectscannotbemodelled withsuchprecision. The 
physical phenomena which can cause greater divergence be- 
tween predicted and actual field strengths include: 

(a) increased solar activity, such as solar flares, giving 
rise to sudden ionospheric disturbances (SIOS) 
and magnetic storms; 

@)polar cap absorption (FCA) events. again due 
to excess solar particle emissions interacting 
with the earth’s near-vertical magnetic field 
in polar regions; 

(c) transition fading when the daylnight terminator 
crosses the propagation path, 

(d) formation of an ionospheric C-layer. below the D- 
layer. as a result of cosmic ray activity; 

(e) ground conductivity and weather effects, which 
alter the parameters of the lower propagatioboun 

(0 propagation over paths exhibiting many and large 
dary: 

changes in values of the ground constants. 



3.2 U W "  

The prediction of field strengths due to the groundwave 
mechanism introduced in Section 2.2 is normally reasohably 
precise,iewithinafewdB,providing thatthegroundconstants 
canbequantifedwithsufficientaccuracy. Thegeneral formof 
groundwave propagation equation is 

E = (A k Pin)/d mV/m (2) 

where A is an attenuation factor, k is a furlher scaling factor 
which varies with the type of transmitling antenna employed, 
Pis the transmittedpower in kW, andd is thepath length i n h .  
In one formulation, A itself can be taken to be a function of 
distance, frequency andconductivity (Norton 1936/ 1937). ie 

A = (2 + 0 . 3 ~ )  I ( 2  + p + 0.6~') (3) 

with p. the'humerical distance", given by 

p = (0.582 d P) / s (4) 

where f is the frequency in MHz and s is the ground conductiv- 
ity in mS/m. Other elaborations to this basic theory have been 
developed, eg toincorporate the effecu of groundperminivity. 
inhomogeneous paths (Millington 1949), etc. 

Fig. 8 is an example of the variation of groundwave field 
strength with distance and frequency (CCIR 1978b). The 
groundwave is acomparatively stable propagation mechanism 
intermsof theamplitudeandphaseof thereceivedsignal. Time 
dispersionover say a 300 km pathcanbe of theorder of 200 ns. 

3.3 Isnespb eric Skvwave 

HF. or short wave, ionospheric skywave propagation. 
which can typically occur anywhere in the frequency range 
fmm about 2 to 40 MHz. is one of the more important BLOS 
mechanisms from aNATO operationalviewpoint, particularly 
for mobile communications. It suffers from the major disad- 
vantage of a highly variable propagation path, whose charac- 
teristics are affected by a wide range of physical and system 
design parameters. Consequently, modelling and prediction 
precision is somewhat limited. Signal properties depend upon 
complex interactions. primarily between solar radiation and 
particle emissions, the ionosphere and the earth's magnetic 
field. 

In general terms, the normal observed properties of an HF 
skywave path are mradley 1979): 

(a) at the lower frequencies, waves at all elevation 
angles (including vertical incidence) are refracted 
back to earth by the ionosphere; 

@) at the higher frequencies, waves at near vertical 
incidence tend to propagate through the iono- 
sphere and are not refracted back LO earth: 

(c) the smaller the launch angle of the waves with 
respect to the earth's surface. the range achieved; 

(d) the higher the frequency of the wave, the 
greater the height in the ionosphere at which 
refraction takes place; 

(e) the smaller the launch angle of the waves with 
respect to the earth's surface, the lower the 

height at which refraction lakes place. 

From Fig. 3. it is seen that HF radio systems tend to be 
external noise limited by atmospheric sources. However. a 
more significant limitation on system performance is co- 
channel interference due to other bona fide specmm users; any 
HFchannelisassignedseveral timesoveron aglobal basis.and 
therefore, because of the world-widenature of skywavepmpa- 
gation. there is ahigh probability of different services interact- 
ing. Another important feature of HF propagation is the occur- 
rence of long multipath delays of several ms or more. Even at 
relatively low transmission rates. these multipath effects can 
cause significant intersymbol interference. 

Much of the work on long-term HF modelling has been 
carried out under the auspices of CCIR, eg (CCIR 1970a) and 
(CCIR 1978~). Input data required by such programs include: 

(a) rime of day; 
(b) month; 
(c) index of solar activity. eg sunspot number: 
(d) position of transmitter and receiver terminals; 
(e) antenna types used, 
( f )  transmitter power; 
(9) receiver site noise level; 
(h) frequency, or frequencies. of operation; 
(i) required SNR. 

Among outputparameter estimates required by a range of 
users are: 

(a) most reliable propagation mode, eg 1-hop FZ, 

(b) elevation angle associated with the most 

(c) propagation time of the most reliable mode; 
(d) how many days per month the most reliable 

(e) transmission loss associated with the most 

(0 field strength of the most reliable mode; 
(9) the proportion of time for which the received 

(h) strength of the multipath components; 
(i) maximum usable frequency (MUF); 
6)  lowest usable frequency (LUF); 
(k) optimum working frequency (OWF or FOT). 

2-hop E. etc; 

reliable mode; 

mode can be expected to occur; 

reliable mode; 

SNR is likely to exceed a specified threshold: 

A typical output format from an HF prediction program is 
shown as Fig. 9; here, MUF. FOT and LUF are plotted as 
functions of universal time, with the relevant propagation. 
noise and system data shown above. 

Many different analysis and modelling programs exist, eg 
CCIR 252-2, HFMUFES4. IONCAP. APPLAB, MINIMUF, 
CCIR 894, etc. Some are mainframe-based and some FC- 
based. Predictions are normally made on a "monthly median" 
basisand.onthisbasis,theyarereasonablyprecise:MUFsand 
LUFr can be predicted to better than 1 MHz under normal 
conditions; signal and noise level estimates to within about 10 
dB are also realistic. The majorproblem with such programs is 
that on a short-term, or daily. basis, actual conditions may 
differ significantly from the monthly median values. It is 
therefore necessary to complement the long-term models with 



7-6 0 
short-termdata (Bradley 1979) or some form of rea1.rime char- 
ncl cvaluauon (RTCE) (Damell 1983) if  predictions which arc 
rcliablc on an hour-to-hour basis r e  tu k obt3ind. 

'ficre a c  sidl many fe~rurcsofklfsysterns u hichcuonly 
be modelled approximately. eg auroral effects. spor3dic E-  
layer propagation and w-chx" l  interference (Laycock ct al 
198X); thereforc.on any givcnd3y.crron insay SNResrimates 
of several 10s ofdfl arc not uncommon. Co-channel intcrfcr- 
cncc is thc most sigruficanr modelling deficiuncy since it rep- 
resents. in tangible terms, msdquate EMC. l n d d .  it IS 

unlikely that there will C V C ~  be 3 precise short-wrm model for 
such effms. 

3.4 

By its vcly narure, mcieor-burs1 propagntion c r r  only bl: 
charictcrised statistically shcc  thew is no w3y of p d i c u n g  
thcoccunence o f s ~ c i ~ c m e r w r s . T h c ~ f o r e , p r m c r c r s  such 
a\ die distribution of b u t  t y p s  3nd Iengthc. the nier i  time 
k t w c e n  bursts. and the dislnhution of received signal m d  
wise b e l s m u s t  beemployed. Hecauseof thccohcrcnr nature 
of thc rcflected mcrgy. pmicularly in the miiial p3rt of the 
burst txfore signjficmtdiffukn h&x rakenplsce. transmis,ion 
losses src about 20 d B  lower than for UJC scattering mccha- 
nisns. cg ionosphenc SCiIIcr (Sccuon 3.5).Fig. 10 shous thi 
mplitudc-time prufilcs for tuo typical mcicor trails. 

Becausc of gwmcmcal considcrations. sysierns with 
specified tcrmrnal ~ocitions c3n only use the smsll proporuon 
o f h c  total nwnher of mctcnr mails which haw appropriate tra- 
jecioric\. These geomcmcal restridom llso mean that thc 
1le3uvc.r whichenergy f ~ ~ ) ~ 1 3 g l ~ ~ n l r a i l c ' ~ b e r c c c r ~ c d , i ~ : I l s  
"fooiprmt". is cornpsrsrively mi311 . frcqucnily only 3 few 
kilometres a;ross.'hs implies t h j t  Ihe intcrfcrencc Acneration 
{wtential of rnetwr-bust systcms is small. 2nd that frequency 
sharing bctwecn multiplc rcmimals I S  viable. 

A statisiicsll) charactcnscdpropagdu,in path implics that 
my modelling will slso be of a statistical nature:. Inputs 
required by an malysis progrm are very similar rothose listed 
for m HF skywave analysis routine in Section 3.3. Noise on 
mctcor-burst links is normally 3 combination of g313ctic and 
rnm-madc: boll) wmponcnts c.m be spanally nun-unifomi. 
Models 3pplicible 10 mucor-hurst systems arc dcscrihed by 
(Brown IY85)snil(Ostergaad 1986). ,~gain.th~ruis~problem 
that h e  instanrsnwus conditions experienced b) a given uscr 
on 3 spxlfic link mdy differ subsrnnuslly from thc median 
conditions predicted by the st3tisucal rnodcl. 

3.5 

Ionospheric sc3tter pmpagntron involves a high uarsnis- 
s~on loss. coupled with long- and short-term fading meha-  
rusnir. As a cumequcncc. high gain 3nxnnlc and diversity 
wmbining are required if  trmmiited powcrs arc to be kept 3t 

reasonable levels. Be iusc  the frequency range is apprnxi- 
matcly the s3mc zc for meteor-burst propsption. the noise 
characteristics arc similzT tu 1k.0,~ descritxd in Sctiun 3.4. 
Modelling of this scattering mechanism can be rel3tivcly 
precise in terms of the rcccived SNRs. since hourly mcdian 
values of signal strength and fading (assumd Kayleigli) mar- 
gins can he charsctenscd uith reasonable accuracy, ic within 
h few dB (Criffiths 1987). 

In the same frequency range. it is also possible for other 
scattering mechanisms 0 occur. eg due to ionospheric irregu- 
larities aligned with rhe earth's magnetic field. These are 
exmemely difficult to predict and model with any precision. 

3.6 7 
Modelling of t roppheric  scatter propagation can, as with 

ionospheric scatter. be carried out with reasonable precision. 
Again. median path losses and long- and shon-term fading 
characteristics are required. The wide frequency range over 
which troposcatter effects can bc observed, from a few 10s of 
MHz tomore than 10 GHz. complicates the analysis in terms 
of noise effects; from Fig. 3. it can be seen that the dominant 
noise mechanism affecting system performance will vary over 
this range. An additional complicating factor in the analysis 
arises from the fact that scattering takes place only a few 
kilometres above the earrh's surface and, therefore, therefrac- 
tive index irregularities within the "scattering volume" are 
influenced by local weather systems (Spillard 1990). Many 
analysis models, eg (Yeh 1960) and (CCIR 1986a). have been 
employed, they have varying degrees of sophistication. but 
typically require the following types of input: 

(a) transmitter and receiver locations; 
(b) frequency of operation; 
(c) antenna types; 
(d) antenna heights; 
(e) transmitter power; 
(f) effective earth radius; 
(g) surface refractivity; 
(h) diversity arrangement: 
(i) atmospheric gas absorption; 
6) terrain data; 
(k) climatic data. 

. 

As stated previously, outputs are typically median signal 
levels, SNRs. and fading margins. For high rate digital trans- 
mission, estimates of time dispersion are also required. 

From anEMC viewpoint. troposcatter is avery significant 
mechanism because of its wide frequency range and BLOS 
ranges. Although the existence of low-frequency tropscatter 
has been noted formany years, of late, more attention has been 
given to thecharacterisationof troposcatter in thehigh-HFand 
low-VHF bands (Damell et al 1991). where strong signals due 
to the mechanism have been observed, Fig. 11 shows an 
exampleof thediurnalvariationof signal level at47MHzover 
a300kmpath. Significant levelsof tropescatterhavealso been 
measured at 11 GHz (Spillard 1990). 

, 

3.7 Llne-of-Sieht 

Of all available propagation mechanisms, line-of-sight 
(LOS) is the most amenable to accurate characterisation. 
However, there are a number of additional effects which tend 
tomake the process ofpathmodelling less precise. particularly 
when mobile terminals are involved. ie (Brodhage and Hor- 
muth 1977): 

(a) aimospheric refraction; 
@) terrain features and their seasonal variability; 
(c) Fresnel zone obsmctions; 



(d) reflections: 
(e) diffraction; 
(9 atmospheric absorption; 
(9) rainfall attenuation; 
(h) local noise sources and interference; 
(i) anomalous propagation modes; 
(i) polarisation rotation; 
(k) Doppler effects. 

Satellite systems are themselves MS links; in practice. 
fued links can be modeUed with high precision because many 
of the factors listed above are not significant, or do not vary. 
Also. at the higher frequencies above about 2 GHz. system 
performance is internal noise limited (see Fig. 3); the charac- 
teristics of this predominantly thermal noise are stable. Thus, 
received SNRs inmicrowave satellite systems can often bepre- 
dicted to within a dB. 

. 
- 

For mobile terrestrial systems operating in the VHF and 
UHF bands, the situation is very different, and prediction errors 
of several 10s of dB can be experienced. Hence, the potential 
for frequency sharing is extremely variable. as are interference 
effects. 

3.8 Quging 

Ducting.asindicatedinSection2.8,cangiverise tostrong 
signal propagation over significant BUJS distances. The physi- 
cal basis of the formation of ducts is exmmely complex. im- 
perfectly understood, and thus cannot be modelled accurately. 
Prediction techniques are at best probabilistic, and indicate the 
conditionsunderwhichducting is likely to occur,eg withstable 
meteorological conditions, over seawater paths, etc. 

3.9 Multiule M 

Asindicatedinthepreceding sections,analysis techniques 
having varying degrees of precision are available formodelling 
individual propagation mechanisms. Operationally. however, 
frequency bands used by various military and civilian services 
aresuch that thereis apossibility thatmon thatonemechanism 
may occur simultaneously. Thus. interactions between radio 
systems calculated on the basis of a specific propagation 
mechanismmay wellprove tobeumsiderablyinerrorifother 
mechanisms are present. 

Taking as an example the low-VHF band, from say 30 to 
100 MHz: in this region of the spec-. there is a possibility 
that all the propagation mechanisms discussed above, with the 
exception of spherical waveguide modes, can occur (Damell 
1990). Hence, any EMC modelling. frequency planning and 
specmunmanagementpdures should ideally take this into 
account. Similarly, in the 900 MHz UHFregion. LOS propaga- 
tion, troposcatter and ducting can all be present. 

4. RADIO EQUIPMENT & SYSTEM DESIGN & 
OPERATION FOR ENHANCED EMC 

Figure 12outlinesthemainelementsofradiosystemEMC 
whichcanenhancespectrum utilisationefficiency andease the 
spectrummanagementproblem; they aredividedinto twocate- 
gories: 

(I) equipment I system concept and design; 
(ii) in-service measures. 

In thissection, attention willbeconcentratedon (i) above. 

4.1 &gag&km and No ise Modelling 

In Section 3 of this paper, the status of modelling tech- 
niques in the various frequency bands is outlined. Obviously, 
there is an on-going requirement to update these analytical 
models in the light ofnew experimental data and in response to 
new system and operational requirements. For example. an 
increased emphasis on digital transmission schemes bxings 
with it a need to be more precise in the characterisation of time 
dispersion and multipath effects. Similarly, a situation in 
which an increased number of mobiles are deployed in a 
coniimed geographical area requires greater attention to be 
given to methods of achieving system isolation. eg via polari- 
sation diversity. 

4.2 &a1 G eneration and Processing 

Fig. 13 shows the functional units of what can be termed 
a"generalised information transfer system". The actual archi- 
tecture of any practical radio system can be mapped to these 
units. 

In modem radio systems. digital transmission techniques 
predominate. The advantages of such techniques ax: 

(a) they allow signals to be regenerated exactly. 
giving effectively a "distance-independent" 
SNR, rather than the SNR continuously 
degrading, as is the case with analogue 
transmission; 

(b) they allow signals to be fully encqped. 
(c) they facilitate channel sharing by multiple 

(d) they enable error control c d m g  to be applied: 
(e) they allow exploitation of a wide range of 

digital signal processing devices and 

simultaneous users; 

algorithms. 

Howcvcr, digital transmission techniques also have a 
number of disadvantages, ie: 

(9 they tend to be bandwidth-inefficient: 
(9) variability of transmission rates as channel 

conditions change is limited because of 
terminal equipment characteristics; 

(h) some form of synchronisationis normally required. 

All the advantages (a) to (e) are also beneficial in EMC 
terms: similarly. the disadvantages (f) to (h) tend to be detri- 
mental to EMC. Item (f) should be noted especially: a simple 
calculation serves to illustrate the problem. Consider a toll- 
quality analogue speech signal with a bandwidth of about 3 
kHz; the theoretical (Nyquist) sampling frequency for this 
signal, f,. is given by 

f, = 2x3000 = 6kHz (5) 
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Allowing a safety margin for non-ideal sampling and 

band-limiting. choose 

f, = 8 kHz (6)  

Itisnowrequiredtodigitise,orquantise. thesesamples to 
abu t  0.5 to 1% accuracy; therefore, each sample is specified 
by an 8-bit binary word. The overall data rate for the digitised 
speech, R. is thus 

R = 8000 x 8 = 64 kbits/s (7) 

Fig. 14 shows the general form of the s p e c r ”  of this 
digitised signal; often. the frst  null is taken as being an 
indication of the required transmission bandwidth, ie 64 kHz. 
Itis seen. therefore. that thcreis approximately ax20expansion 
in bandwidth requirements in convening from analogue to 
digital speech; this represenu a potentially severe frequency 
management problem if spectrum is limited - which is nor- 
mally the case at the lower end of the RF specr”. 

The manner in which each of the functional elements of 
Fig. 13 influences the EMC characteristics of a radio system 
will now be discussed, 

(i) Data Source 

Most data sources have two components, ie “informa- 
tion”. whichit is essential topresewe during transmission, and 
“redundancy”. which can be discarded. A speech signal is a 
g d  example of this where many of its features, such as pitch 
variation, loudncss. high frequency energy. etc, are not essen- 
tial to i s  understanding. Also, many digital data sources have 
states with very different probabilities of occurrence. and 
hence a predictability which constitutes deterministic redun- 
dancy. Inprinciple.providing that the sourcecan be character- 
ked. say in terms of state probabilities. much of this redun- 
dancy can be systematically removed. 

It should be noted that one of the most effective ways of 
easing operational demands upon the radio spec- is simply 
to minimise the amount of data to be transmitted by pre- 
planning and eliminating unnecessary messages. 

(ii) Source Encoder & Decoder 

The functions of the source encoder are to transmit the 
source signal in form required by the user, eg digitally to 
facilitate encryption, and to remove as much of its determinis- 
tic redundancy as possible. Previously. it was demonstrated 
thatdirectly digitisedspeech couldtypically haveadatarateof 
64 kbits/s; a source encoder. in the form of a vocoder. can 
provide intelligible digital speech atrates of between 0.8 - 2.4 
kbitsh by making use of an appropriate model of speech 
production, eg formant. LPC, channel, etc (Damell 1984). 
Similarly, if data compression techniques, such as run-length 
encoding,canbeappliedtoadigitalsource, thesourcerate will 
againbereduced. Encryptioncan also beconsidered as asource 
encoding function. 

There are two main benefits to be derived from efficient 
source encoding: 

(i) from Fig. 14. it  is evident that the signal 
bandwidth. and hence spectral occupancy, 
reduces as the clock rate reduces; 

(ii) if the transmitted data rate over the channel is 
fixed, a reduction in source rate allows more of 
the channel capacity to be used for say error 

control - thus enabling higher levels of noise 
and interference to be tolerated; hence. 

channel selection criteria become less 
seingent. 

Ingeneral,themorethatisknownofthesourcecharacter- 
istics. the more effective can the source encoding procedures 
be made. 

(iii) Channel Encoder & Decoder 

The function of the channel encoder is to condition the 
output of thesource encoder in such a way that it can withstand 
thetypesofnoise,interference anddistortion which will be ex- 
perienced during transmissionover the channel. Thus, channel 
encoding primarily encompasses the functions of modulation, 
error control coding, synchronisation and multi-user coding. 

Of particular importance in the spectrum management 
context are modulation techniques which optimise energy 
concentration withinagivenchannel. andminimiseany“spil1- 
over’’ into adjacent channels. The usual measure for digital 
modulationschemes is termed the”bandwidthefficiency”. and 
is expressed as @its/s)/Hz. Basic binary modulation methods, 
eg ASK, FSK and FSK. rate poorly using this criterion; more 
complex multi-state modulation schemes and partial-response 
techniques, eg QAM. MSK. GMSK. GTFM, etc, score com- 
paratively highly (Haykin 1988). However, the more complex 
schemes also tend to be more susceptible to channel perturba- 
tions andneed tobeemployedinconjunctionwitherrorcontrol 
coding. Onmany practicalradiochannels, therefore. itmay be 
better to use simple and robus t modulation methods in conjunc- 
tion with modest error control coding. rather than complex 
modulation formats and powerful codes. 

The EMC of radio systems can be improved if the number 
of separate channels required can be miniised. Here, it is 
imponant that techniques to allow agivenchannel tobeshared 
between a number of simultanwus users are exploited to the 
full; time-division multiple-access (TDMA). frequency-divi- 
sion multiple-access (FDMA) and code-division multiple- 
access (CDMA) are all valuable here. 

As more precise information becomes available on current 
channel state, so the channel encoding procedures can be made 
more efficient With time-varying and dispersive channels, 
some f m  of RTCEisrequiredforsensing channel state sothat 
channel encoding algorithms can be adapted responsively 
(Darnel1 1983). 

(iv) Diversity Combining 

A furtheraspectof signaldesign andprocessing whichcan 
potentially enhance EMC is the use of diversity combining 
This technique requires that two or more versions of the 
required signal should be available at the receiving site. In a 
noisy environment. with fading signals, diversity combining is 
most effective if the noise, interference and fading character- 



istics of thedifferentversions are independent,oruncorrelated. 
There are a number of possibilities for obtaining these m (>= 
2) versions of the wanted signal. ie 

(a) the use of separated receiving antennas 
(space diversity); 

@) the use of receiving antennas of different 
basic polarisations (polarisation diversity); 

(c) transmission of the signal simultaneously on 
different radio frequencies (frequency 
diversity); 

(d) transmission of the signal at different times 
(time diversity); 

(e) the use of signals received via different 
propagation paths (mode diversity). . 

Diversity combining essentially applies a compensation 
principle, ie when one version of the received signal is of poor 
quality. then at least one of the other versions will be of better 
quality; hence, in comparison with the single received version 
case, an improved overall signal estimate can be obtained by 
considering all versions. In practice, this means &at a lower 
meanSNRcanbetoleratedatthereceiverforthesamelevelof 
performance (Griffiths 1987). Fig. 15 is aplotof hereduction 
inreceivedSNR.relative to anon-diversity system. whichcan 
be achieved with ideal dual (m = 2) and quadruple (m = 4) 
diversitycombiningforarangeofbiterrorrates (BERs); in this 
case, non-coherent binary FSK is assumed. Allowing for 
imperfect implementation and a degree of correlation between 
versions,itisseenthatataBERofsay 1 ina1000,thesimplest 
dual-diversity system gains at least 10 dB in SNR relative to a 
non-diversity system. This means that the transmitter power 
canbereducedby IOtimes. withtheobvious spectrummanage- 
ment advantages. 

4.3 

. 

No practical radio transmitter is perfect; all will exhibit 
some degree of non-linearity and also generate noise. There- 
fore, the following criteria must be reflected in equipment 
specifications (Schemel 1973): 

(a) levels of broadband radiated noise; 
@)direct harmonic levels; 
(c) intermcdulation product (IF’) levels; 
(d) frequency I phase stability; 
(e) spurious products resulting from frequency 

synthesis. 

Limits for such emissions are specified in (CCIR 1970b). 
Of particular importance are odd-orderIPs with frequencies of 

f, = I?: p f, 2 q fb k r fc k _.._ (8) 

where p. q. r, etc are integers. and fa, f,, fc  , etc are the causal 
frequencies. Oftheseodd-orderIPs, the 3rd-order products are 
the most significant since they are at the highest level and tend 
tofallbackintothesamefrequencyrangeas thecausal signals. 
Although, relative to the intended nansmission, (a) - ( e )  above 
will normally be at low level. they may neverrheless cause 
EMC problems for other systems in close proximity. 

In the same way. radio receivers also suffer from non- 
linearity, noise and other imperfections which degrade their 

performance; chief of these are: 

(a) IP generation; 
@) harmonic generation; 
(c) synrhesiser-generated spurious signals; 
(d) reciprocal mixing effects due to local 

(e) intemal noise; 
(0 cross-modulation and blocking. 

oscillator phase noise; 

Particular problems occur with RF equipmenu when 
multiple transmitters and receivers (possibly operating in 
different frequency bands) are co-located, or are in close 
proximity (Schemel 1973). For example, cross-coupling can 
occurintheoutputstagesoftransmittersviaantennas,feeders, 
common antenna working. etc, causing additional intermcdu- 
lation. 

Antennadirectivity can ease coupling problems although, 
under co-sited near-field wnditions, the level of coupling is 
difficult to analyse. More generally, antenna directivity and 
polarisation can be used to increase the level of isolation 
between systems, to allow lower transmitter powers, and to 
decreasefrequencyre-used~tances- all tending toimprove the 
EMC characteristics of radio systems. 

The. effect of sitefenvironmenral non-linearities must also 
be considered in a multiple-transmitter/multiple-receiver in- 
stallation, since these can provide an additional source of 
harmonic and IP generation. This is particularly severe in a 
maritime situation where salt water corrosion has for many 
years been observed to give rise to the “rusty bolt effect”, in 
whichmetal-to-oxide junctions act as electrical non-linearities 
when illuminated by EM fields. The spurious components 
generated by site non-linearities can block what might other- 
wise be usable channels for nearby receivers. In general. gwd 
installation practice and careful maintenance can minimise 
these effects. 

4.4 Berational & Co ntrol Procedures 

The manner in which a radio system is operated and 
controlled can have a significant influence upon its EMC 
characteristics. For example 

(a) minimisation of transmitted data reduces 

@) patterns of transmission can influence the degree 
spectral occupancy; 

to which a given RF channel can be shared 
between multiple users; 

isolation between services, and hence 
facilitate channel sharing; 

(c) use of natural terrain features can provide 

(d) radiated power control ( R E ) ,  such that 
system performance is just adequate, eases 

the problems of spec” congestion; it should 
be noted that the implementation of such a 
procedure requires the availability of RTCE 
and an adaptive system architecture: 

(e) intelligent frequency selection can inthence 
the radio propagation mechanism, and hence 
the geographical regions over which radio 
signals can be received. 



5. REGULATION & CONTROL OF THE RADIO 
SPECTRUM 

An important source of information wnceming the gen- 
eral subject of spectrum regulation and connol is (CCIR 
1986b); much of the data summarised here is laken from that 
source. 

5.1 

The intemationally adoptedclassifications for users ofthe 
RF spectrum are shown in Table 2. together with brief expla- 
nations of the terminology. Most nations adopt the following 
order of priority for spectrum allocation Weis2 1989): 

(1) military services; 
(2) aeronautical and maritime emergency 

communications, radio navigation and radio 
location services: 

(3) public safety services, eg police. fitre. ambulance; 
(4) national telecommunications services; 
(5) broadcast radio and TV services; 
(6)  private user services. eg mobiles; 
(7) others. 

Any radio emission for any of the services listed in Table 
2 must have a type designation; again, these designations are 
accepted intemationally. A 3-symbol code is used, 

type of modulation of the main carrier 

nature of signals modulating the main 
carrier 
type of information to br transmitted. 

For example, the designation “AlB” defmes amplitude 
modulated automatic telegraphy by on-off keying, without the 
use of a modulating audio frequency, whilst “ & A  indicates 
frequency modulated telegraphy by on-off keying of a fre- 
quency modulating audio frequency, or frequencies, 01 by on- 
off keying of a modulated emission. Table 3 lists the complete 
set of designation symbols. 

5.2 d ’  . .  . 

If the RF spectrum is to be managed and conserved 
effectively, it is necessary to be able to quantify the efficiency 
of radio system spectrum utilisation. The simple fact that 
specnal “space” is occupied by a system says nothing about 
how efficiently the specnum is being used. In general terms, 
therefore. “specQurn efficiency (SE)” is represented by 

[Information actually transferred 

[the amount of spectrum space 
used] 

S E =  bvar  adio ’ svs tem over a rang el  (9 )  

System design features which enhance the EMC of radio 
systems include. antenna directivity, geographical separation, 
frequency sharing. multiple-access techniques, diversity, R E .  
bandwidth-efficient modulation schemes, etc; thus, a measure 
of spectrum utilisation. or specnal space occupied. should 
reflect these considerations. Specr” utilisation (U) is there- 
fore defined as: 

U = B S T  (10) 

whereB is the occupied radio bandwidth, S is the geamet- 
ric space associared with the system and T i s  the nansmission 
time. S may be a line. an area, a volume or an angular sector, 
depending upon the name of the system being considered. 
Hence, using (9) and (10): 

[Information transferred 
SE = (11) 

B S T  

In this form, the defmition of SE is very general; it needs 
to be refined and applied 10 each specific system. One way of 
quantifyingthenumerarorof(ll)istouseequation(l)inthe 
form of the channel capacity, C 

C = UT = B Log, [ l  + SM] bitsh 

Then, (11) can be expressed. using (12). as 

(12) 

SE = (CD) / (BST)  (13) 

where D is a range over which a specified SNR can be 
maintained. 

5.3 Protection Ratios 

The performance of any radio system will. to a fust 
approximation, be determined by the SNR achieved at the 
receiver. In the EMC context. “noise” also has to include 
interference. The”protectionratio”(P) for aradio transmission 
is defmed as the minimum value of SNR which will provide a 
defmed grade of service. ie 

P = ”  wer of wanted sienaU (14) 
[Mean power of noise] 

As an example of the application of (14). the values of P 
required for voice communication with different grades of 
service are listed below. 

P (dB) Grade of Service 

Minimum interference threshold > 32 
Good commercial quality 32 
Marginal commercial quality 14 
?hreshold of intelligibility 9 
Operator-to-operator (just usable) 5 

These ratios assume an interference source which can be 
reasonably modelledasGaussian whitenoise(GWN); if thisis 
not the case, the characteristics of the particular interference 
source may modify the ratios quoted. Fig. 16 is an u)S radio 
system example, showing the way in which the ratio P can be 
used to establish theminimum separation between wanted and 
interfering signal transmitters; here, d is the maximum range at 
which the wanted signal can be received with the required grade 
of service when the interfering nansmitter is at the location 
shown. 

The effect of a noisehterfering signal on a wanted signal 
will depend upon the degree of overlap between their two 
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spectra. ie their frequency offset. This effect is quantified by a 
“frequency-dependentrejection”(FDR). which is a function of 
receivcrselectivity. Considering thesituationshown inFig. 17: 
U(f) is the specmun of the interfering signal, centred on fre- 
quency fa; similarly. W(f) is thepassbandof the wantedsignal 
receiver, centred on f-. The FDR. which is a function of the 
frequency offset. fo. given by 

is itself defmed by 
r m  

J y o  df - FDR(fJ = 10 log,, (16) 

Wf + fJ df 

The FDR is effectively a measure of the reduction in the 
interference potential of an interfering transmission as the 
frequency separation increases. In m. the FDR canbe related 
to an increase in range over which a desired SNR can be 
maintained as the frequency separation fo increases. 

Another way of expressing the same concept is by means 
of a“relative RF protection ratio” (A), where 

A = P(fJ - P(0) (17) 

Here, P(fJ is the protection ratio. 01 effective SNR. when 
thetwosignalsareseparatedbyf~,andP(O)theratio whenthey 
both have the same centre frequency. 

In order to employ the concepts introduced in this section 
in a radio system EMC analysis, use must be made of the 
propagation models described in Section 3. together with the 
system design parameters outlined in Section 4. 

5.4 Reeulation & C- Spectrum 

The Intemational Telecommunications Union OW) is an 
agency of the UnitedNations with responsibility for overseeing 
all aspects of international radio spectrum allocation and 
usage. This is achieved primarily via World Administrative 
Radio Conferences (WARCs), where member nations of the 
IT0 takepartinthedecisionmaking. Decisionsof the WARC 
are ratified by member nations. and promulgated by the ITU. 

The objectives of the ITU include: 

(a) to promote co-operation between member 

(b) to allocate the radio frequency specmun to 

(c) to co-ordinate efforts to eliminate deuimental 

(d) to encourage measures for ensuring the safery 

governments: 

different user groups and services; 

interference between spectrum users; 

of life. 

Under the administration of the ITU are two major 
committees. ie the Intemational Telegraph & Telephone Con- 
sultative Committee (CCI‘IT) and thehtemational Radio Con- 
sultative Committee (CCIR). Both are tasked with studying 
technical and operational questions, issuingrecommendations 
for equipment, signal and control specifications. and ensuring 

compatibility between nations; both make extensive use of 
study groups. working parties. eic staffed by national experts. 
In general terms. CCITT is concemed with systems and tech- 
niques making use of “guided” propagation. whilst CCIR cov- 
ers systems and techniques employing “unguided“ propaga- 
tion. ie radio. 

The CCIR holds a Plenary Assembly every 4 years at 
whichthedocumenrsproducedbythestudygroups areratified 
as appmpriatc; these are then published in the form of “green 
books”. Various volumes are published. relating to the areas of 
interest of the study groups, eg 

Volume I: 
Volume II: 
Volume III: 

Spec” utilization and monitoring; 
Space research and radioasmonomy; 
Fixed service at frequencies below 
about 30 MHz; 

etc. 

Another organisation. operating under the auspices of the 
lTU, is the International Frequency Registration Board (IFRB), 
whose main task it is to implement the frequency planning and 
co-ordination decisions of the WARC. 

In addition to specmun control and regulation at an 
intemational level. thereneeds to be acorresponding degree of 
spectrum management and enforcement exercised at national 
level. In the United States, for example, this function is carried 
out by the by the Federal Communications Commission (FCC) 
and the National Telecommunications and Information Ad- 
ministration (NTIA); in the United Kingdom by the Depart- 
ment of Trade and Indusny (DTI) Radio Regulatory Division 
and the Ministry of Defence: etc. 

NATO itselfisnotarecognisedbody attheITU; therefore 
NATO’s interests must be represented by a co-ordmated pasi- 
tion agreed to by therepresenrarives of rheNATOnations, with 
the co-ordinating body being the Allied Radio Frequency 
Agency (ARFA) (Fitzsimons 1986). There is only one fie- 
quency band allocated for exclusive NATO use, ie 225 - 440 
MHz. 

6. CONCLUDING REMARKS TRENDS & FUTURE EMC 
CONCERNS 

The topicof“Spectrum managementandconservation”is 
vast; in arelatively brief lecture, it is only possible to outline 
the essential framework of the discipline. For this reason. a 
comprehensivelist of relevantreferences has been provided for 
more detailed reading. In conclusion, it is perhaps worthwhile 
to indicate a number of specific trends and areas which may 
well give rise to radio system FMC concems in the future. 

6.1 &.sure on S- at’ 

As indicated in (Damell 1991) and (Fitzsimons 1991). 
there will be increasing pressure. placed upon the spectrum 
allocation process by the unprecedented increase in civil radio 
systems. particularly for portable and mobile purposes. Civil 
demands will create a situation in which bands previously 
employed primarily for military purposes may have to be 
released. 

To some extent. h i s  situation will be eased by theprogres- 



sive exploitation of higher frequency bands, eg 30 - 70 GHz: 
lh is  is made possible by the ability to fabricate devices capable 
of significant power generation at these higher frequencies. 
However. there will undoubtedly be a still greater impetus in 
the direction of radio system designs providing improved 
spectral efficiency (see Section 4) and an increased use of civil 
communications facilities. such as PIT networks. by the 
military. The requirements for security and encryption, which 
previously gave rise to dedicated miltary digital systems. will 
bemetinpartby futurecivildigiral systems.Therefore.mobile 
terminals compatible with say the Integrated Services Digital 
Network (ISDN) may well fulfill imporIan1 operational roles. 

6.2 

With limited specuum space available to satisfy an in- 
creasing number of more sophisticated requkemenu, tech- 
niques for channel sharing are assuming greater significance. 
In the military UHF band, single channel bandwidths have 
reduced from 100 kHz to 25 kHz and less over the past few 
decades as a result of improved system design - the main 
elementsofwhicharebetterselectivity, lowerspeechdigitisa- 
tion rates and greater frequency stability: this is a trend which 
can be expected to continue. 

In the satellite communication context. effective fre- 
quency sharing within the transponder bandwidth, via various 
multiple-access techniques. has been practised hy NATO and 
other operators formany years (Campanella 1989). The main 
techniques employed are variants on basic TDMA to take 
account of different demand levels and contention problems, 
FDMA and CDMA. In FDMA, the chief EMC disadvantage is 
the generation of Ips as a result of satellite non-linearity. Any 
future proliferation of Very Small Apemue Terminals (VSATs) 
willrequiremore sophisticated channel sharing techniques and 
controlprotocols (Naderi andWu 1988),includmgmulti-beam 
antennas and composite multiple-access schemes, eg FDM/ 
TDMA. 

In the field of terrestrial mobile radio, much activity is 
directed at civil cellular networks. such as the panBuropean 
system; here. channel re-use is vitally important since it has a 
direct effect on the viability of the system (British Telecom 
Research Laboratories 1990). Multiple-frequency rmnking 
techniques. in which mobile USCIS, under the control of a base 
station. are shifted dynamically between individual channels in 
an allocated set are employed in land mobile services. One 
factor which is likely to be more widely exploited for improved 
frequency re-use, especially for military purposes. is the de- 
tailed nature of the terrain over which the system is operating. 
The more widespread availability of digital terrain maps will 
allow predicted propagation and interference levels for an 
interconnected LOS network of mobile terminals and base 
stations to be computed in real-time. This, in nun, will allow 
adaptive selection of antenna polarisations. operating frequen- 
cies, transmission rates. etc. For BLOS systems. the applica- 
tion of integrated RTCE techniques will enable adaptive fre- 
quency selection. variation in nansmission rate. RPC. etc to be 
carried out. 

6.3 b d u c t  ion of Wideband Svs tens 

Increasing numbers of wideband (frequency-hopping or 

direct-sequence spread-specm) systems are being intro- 
duced into frequency bands previously only occupied by more 
conventional narrowband systems. The levels of mutual inter- 
ference between these two classes of systems have been a 
matter of study by  NATO for a number of years (Fitzsimons 
1991). Further work is required to quantify this situation more 
precisely in terms of co-channel and adjacent-channel interfer- 
ence over the complete range of propagation and operational 
scenarios. 

In the HF band. a similar problem will exist as more 
adaptive BLOS systems, operating in response to RTCE data, 
are intrcduced into an environment comprising largely non- 
adaptive systems. The frequency management implications of 
this evolution need to be evaluated. 
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No. 

2 
3 

4 
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8 

9 

10 

11 

12 

Frequency Wavelength 
Range Range 

30-3oOHz I I l - l O ' k m  
0.3 - 3 m 103.102km 

3 - 30 kHz 

30-3oOkHz 1 0 - l k m  

0.3 - 3 MHz lo3 - 10zm 

3 - 3 0 M H z  1 0 2 - 1 0 m  

IO* - 10 km 

30 - 3oOMHz 10 - 1 m 

0.3 - 3 GHz 1 - 0.1 m 

3 - 3 0 G H z  1 0 - l c m  

30 - 3MXjHz 10 ~ 1 mm 

0.3 - 3 THz 1 - 0.1 mm 

Band Range & Services 
Name 

ELF 
VF water penetration significant 

VLF 

LF 

MF 

HF 

SeveralMm: specialised low data rate communications, eg forsubmarines; sea- 

Several Mm: radionavigationservices; low dam rate telegraphy for submarines 

A few Mm: radio navigation and broad-casting 

Several 100s of km: broadcast. coastal radio and mobile communications 

World-wide: via ionospheric skywave; shorter ranges via groundwave; data 
and voice communications; broadcast.mobile and amateur services 

Line-of-sightprimarily: also out to 2000km via scatter mechanisms; dam and 
voice communications; broadcast, mobile and amateur services 

Line-of-sight primarily: also out to 4oOkm via troposcatter; data and voice 
communications; broadcast, mobile.amateur. satellite and long-range radar 
services 

Line-of-sight primarily: also out to 4oOkm via troposcatter; satellite services, 
radar 

Lne-of-sight: high annospheric attenuation; research and experimental mainly, 
eg for mobile communications 

Research 

VHF 

UHF 

SHF 

EHF 

m: The band number"N"covers the frequency rangc 0.3. loN to 3.10" Hz; rhe upper limit is included in each band, whilst 
rhc lower limit is excluded. 
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Broadcast : 

Fixed: 

Mobile: 

Aeronautical Mobile: 

Land Mobile: 

Maritime Mobile: 

Satellite: 

Standard Frequency 
& Time Signals: 

Radio Navigation: 

Radio Location: 

Radio Astronomy: 

Amateur: 

Industrial, Scientific 
&Medical 

List Of SeIxisCs 

Radio propagation intended for direct reception by the public. eg AM and FM radio, VHF and 
UHF TV 

Point-to-point service, eg HF ,satellite. microwave radio relay 

Service between mobiles, or between fixed stations and mobiles 

Fixed / aircraft, or aircraft / aircraft 

Base I land mobile, or land mobile / land mobile; including portable units 

Ship I shore, or ship / ship 

Normally earrh-satellite-earth, for a variety of applications 

Radio transmission of stated high-precision frequency 
and time standards, intended for general reception, eg MSF and WWV 

Radio transmission for position determination for navigation and obstruction w h g  

Radio uansmission to determine position, velocity. etc, eg radar and radio altimeter 

Astronomy based upon the reception of radio waves of cosmic origin 

Radio systems for technical / non-commercial interest 

Significant radio emissions from ISM systems must lie within specified frequency bands 



1st SYMBOL 

N Unmodulated carrier 
Main Carrier AM 
A DSB 
H SSB, full carrier 
R SSB. reduced carrier 
J SSB - SC 
B ISB 
C Vestigial SB 
Main Carrier FM 
F FM 
G PM 
D Simulmeous AM & 

angle modulation 

0 No modulating signal 
1 Single channel containing quantised 

or digital information without use of 
modulating sub-carrier 

2 Single channel containing quantised 
or digital information with use of 
modulating sub-carrier 

3 Single channel wntaining analogue 
information 

3rd SYMBOL 

N No information transmitted 
A Telegraphy - for aural reception 
B Telegraphy - for automatic reception 
C Facsimile 
D Data transmission. telemetry, 

telecommand 

Pulse Emission 
P Unmodulated pulse sequence 
K PAM 
L Pulse width/duration modulation 
M Pulse positiodphase modulation 
Q Angle modulated carrier during 

pulse period 
V Combination of above pulse 

modulation types. or other 
Other 
W Carrier modulated by combination 

of 2 or more of amplitude. angle or 
pulse 

X Cases not otherwise covered 

7 2 or more channels containing 
quantised or digital information 

8 2 or more channels containing 
analogue information 

9 Composite system with 1 or more 
channels containing quantised or 

digital information, together with 1 
or more channels containing 
analogue information 

X Cases not otherwise covered 

E Telephony (including sound 
broadcasting) 

F Television (video) 
W Combination of any of the above 
X Cases not orhenvise covered 
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MEASUREMENT ENVIRONMENTS AND TESTING. 

Dr A.C. Marvin, Department of Electronics, 
University of York, York YO1 5DD, 

United Kingdom. 

Summary.  

This lecture will describe the various 
methods used to assess both the emission 
(interference generation) performance of 
electronic equipment, and the immunity of 
electronic equipment to external 
electromagnetic interference. 

The measurement methods attempt to 
simulate realistic operating conditions for the 
equipment under test, yet at the same time 
they must be repeatable, and practical to 
operate. This has led to a variety of test 
methods being developed, each of which has 
its limitations. The lecture will concentrate on 
the most common measurement methods such 
as open-field test sites, screened enclosures 
and TEM cells, and describe the physical 
justification for the methods, their limitations 
and measurement precision. 

Ways of relating similar measurements 
made by different methods will be discussed, 
and some thoughts on future measurement 
improvements will be presented. 

1. I n t r o d u c t i o n .  

1.1 His tor ica l  Background.  

The requirement for EMC testing arises 
from the need to control the electromagnetic 
environment. The control is necessary in order 
to ensure that systems operating in that 
environment can do so without causing or 
suffering from electromagnetic interference. 
The history of relatively large scale electrical 
and electronic technology, with the large scale 
use of electrical power and communications 
technology, is confined to the twentieth 
century. The timescale has also coincided with 
other mass technological developments such as 
land and air transport based on various forms 
of internal combustion engine. Whenever the 
use of technology expands in this way, the 
users of the technology become less concerned 
i n  the technology itself and more concerned 
with their own use of the technology as 
laymen. Regulation of the use and 
performance of the technology then becomes 
necessary in order to ensure a safe and 
equitable service. The regulation is in the 
hands of national and international bodies 
which develop and promote the use of 
standards for equipment design and use. Part 
of the regulation process is the development of 

performance standards and the test methods 
required to ensure compliance with the 
s t anda rds .  

The development of EMC standards 
began in earnest with the setting up of CISPR, 
the International Special Committee on Radio 
Interference in 1934. Various manifestations 
of electromagnetic interference had been 
apparent before that date. Interference 
between early radio systems was one impetus 
towards the development of narrow 
bandwidth tuned cw systems as opposed to 
inherently broadband spark systems whicli 
took place during and immediately after the 
First World War. The parallel large scale 
developments of broadcast radio and motor 
transport, which took place during the 
nineteen twenties, resulted in the requirement 
for suppression of impulsive noise from 
electrical ignition systems on vehicles and, as 
such, represents the first contact by the public 
at large with an EMC problem. This is also an 
early example of an interference problem 
between two engineering systems, one of 
which is neither an overtly electrical or tele- 
communications system. The quasi-peak 
detector, developed by CISPR to quantify the 
audio annoyance factor of this impulsive 
interference problem, and described below, 
lingers on today in EMC measurement 
specifications. The early EMC specifications did 
not need to address disturbance to other than 
radio and analogue equipment 
thermionic valves and electro-mechanical 
switching used for the processing of signals 
required substantial energy inputs before 
malfunction occurred. 

as the 

The situation, as it exists today, has 
arisen from this historical background. In 
effect, two almost completely separate EMC 
communities exist. The commercial and 
domestic electronics industry has slowly 
evolved an EMC community as indicated, 
primarily in the United States through the 
Federal Communications Commission (FCC), 
and Europe with (Western) Germany taking a 
leading European role through the VDE. This 
community has received a Substantial boost 
recently on both sides of the Atlantic with the 
development of the European Community 
Directive on EMC, now to be fully implemented 
in 1995. 

In contrast, the rapid developments of 
military electronics that occurred from 1934 
onwards with the parallel development of 



radar in several countries led to substantial 
military EMC problems. As a result a military 
EMC community developed which achieved 
maturity much earlier than the civilian sector. 
The US Military Standards for EMC are widely 
accepted throughout NATO and form the basis 
of other national standards, for example the 
British Defence Standards on EMC. While 
trying to achieve the same aims, the test 
methods and specified electromagnetic field 
levels are very different for the two 
communities, the military standards in general 
being rather more stringent. 

1.2. Considerations Leading to Tes t  
M e t h o d s .  

Let us now consider the overall 
philosophy underlying EMC testing. The 
problems arise because unwanted energy 
couples from one system to another causing 
various levels of malfunction from slight 
performance degradation through to 
catastrophic failure. Each problem has an 
interference source and a victim. A simplistic 
approach is to state that no interference 
sources should exist, that is, 
be so designed that interference is not 
generated. Bearing in mind that 
electromagnetic waves, the medium by which 
interference is propagated, are generated by 
any time varying electrical signal, such a 
requirement would place impossible design 
requirements on the screening and filtering of 
any system. Practical equipment will generate 
some interference. Potential victim equipment 
also has to be capable of operation in the 
presence of naturally occurring interference. 
and so must be designed with some level of 
immunity to interference. Thus, in order to 
achieve electromagnetic compatibility, two 
aspects can be identified, interference 
emission and immunity to interference. Each 
equipment must be assessed for each aspect. 

systems should 

The levels of interference generation 
allowable and the and the immunity required 
of equipment are set by the regulating 
authorities through specialist committees. 
These consider the likely operation of the 
equipment in terms of its surroundings, 
known external threats and known potential 
interference victims. Such factors as the 
distance to the nearest other equipment and 
the other types of energy propagation paths 
available (power and signal distribution 
networks) are considered. The interference 
levels are based on reasonable operation of 
the equipment. For example, it must be 
possible to operate a broadcast radio receiver 
in the same premises as a personal computer, 
and so the interference generated by the 
computer must allow an adequate signal to 
(noise + interference) ratio for the radio. 

However, it would be unreasonable to expect 
to operate a portable 
the computer VDU. 

radio placed on top of 

The complexity and uncertainty of the 
environments in which electronic equipment is 
operated necessitates some simplification and 
partitioning for test purposes. The testing is 
first split into interference emission 
assessment and assessment of immunity to 
interference. (The term immunity is used 
interchangeably with the term susceptibility, 
with the military EMC community generally 
using the latter term.) The next split considers 
the energy propagation process, and this is 
simplified into radiated and conducted 
interference assessments. The case of 
capacitivelinductive coupling which forms an 
overlapping area between radiated and 
conducted interference is not considered 
separately. Four types of test are thus 
identified as shown in Tablel.1 below. 

Table  1.1. Types of EMC Test. 

Conducted Emission * Conducted Immunity 

Radiated Emission * Radiated Immunity 
* * 

The types of signals are also considered. 
For measurements of emissions, the frequency 
domain analysis is always undertaken using 
special receivers, irrespective of the nature of 
the waveforms causing the emissions. These 
could be a set of cw oscillators in a 
communication system, or a set of 
harmonically related signals from a digital 
clock as illustrated in Fig 1.1. Both of these 
have line spectra. The emissions could also 
have random or noise like properties as 
generated by analogue or digital data signals. 
These have continuous spectra as illustrated in 
Fig 1.2. The problems associated with the wide 
range of signal types are addressed in the 
section on receivers. 

For immunity measurements both time 
and frequency domain signal specifications are 
used, the time domain specified signals being 
restricted to conducted immunity tests. For 
example, a specification may require an 
equipment to be subjected to a modulated cw 
carrier swept or stepped across a given 
frequency range, or the waveform and 
repetition rate of an impulsive signal may be 
specified in the time domain. The two 
approaches are possible in the immunity case 
as the signals are directly under the testers 
control. 

1.3. T h e  Tes t  Method Design Philosophy. 

The design philosophy of EMC test 
methods merits some consideration before the 



various test methods are described. Most tests 
are of the "go, no-go" type where an indication 
greater than the specified level of interference 
is considered a failure and one below a pass, 
although in reality, some judgement may be 
used for results close to the  specification level. 
In performing an EMC test we are assessing 
the probability of an interference problem 
existing. It is therefore more accurate to say 
that test procedures are performed rather 
than measurements, and that the outcome of 
the procedures indicates that either an EMC 
problem may occur, or that one is not likely to 
occur. The level of confidence in these 
assertions depends on the difference between 
the pass-fail level and the level of interference 
actually observed. This is not generally 
quantified.  

In designing a test method we are 
attempting to mimic a realistic operational 
environment for the Equipment-under-Test 
(EUT). In general, the working environment of 
an EUT can only be defined in the broadest 
sense and so the test environment is, at best, a 
simplification of the real environment. It is 
only necessary to mimic the electromagnetic 
environment of the EUT so other factors such 
as temperature or humidity need not be 
included. If the ambient electromagnetic 
environment is present in the test, the 
assessment of interference may be subject to 
interference. I n  conducted interference 
measurements this  is relatively straight 
forward, as both power and signal cables can 
be filtered. In radiated interference 
measurements exclusion of the ambient 
requires screened enclosures. If these are 
anechoic then they present no problems. At 
low frequencies however, anechoic 
performance cannot be obtained, and the test 
environment is degraded. Screened and 
filtered measurements are also required if 
signal security is an issue. 

A further issue is that of measurement 
repeatability and precision. No two test 
environments are identical. There is, for 
instance, a multiplicity of screened enclosure 
sizes on the market, and test houses tend to 
buy the enclosure that fits their premises and 
budget. While the specifications may be quite 
detailed in  its description of the layout and 
dimensions of the antennas etc used inside the 
enclosure, they reflect the multiplicity of sizes 
usually by only inferring a minimum size 
through minimum antenna to wall spacings. 
Open-field test sites used for radiated 
emission measurements are also of variable 
construction because of minimum rather than 
actual conducting groundplane size 
specifications. These constructional 
variabilities lead to poor repeatability of 
measurements between facilities, particularly 
in screened enclosures where enclosure 
resonances cause considerable variability. 
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These effects are discussed in more detail in 
the sections describing the different 
measurement environments.  

For the measurement of emissions, the 
test environment need only accommodate the 
emissions from the EUT in as realistic a way as 
possible. The emissions are then detected by 
an appropriate transducer and passed on to a 
receiver for subsequent analysis. The EUT is 
exercised throughout its range of operation. 
The frequency range of observation is 
determined by the assessment of the threat 
that the EUT poses. For example, a 
commercialldomestic radiated emission 
measurement is normally performed in the 
3OMHz to lGHz range. The upper limit is set 
by the use of the radio spectrum in the likely 
environment of the EUT, as most terrestrial 
radio services operated by unskilled users are 
in this range. A plot of the ambient spectrum 
in a typical urban location at York, England is 
shown in Fig 1.3. The spectral energy present 
in most digital electronic equipment is also 
becoming insignificant above this frequency, 
although new systems with clock frequencies 
i n  excess of IOOMHz are required to be tested 
to higher frequencies in the USA. Below 
30MHz it is observed that most interference 
energy propagates in the form of conducted 
interference as the efficiency of the radiation 
process is reduced as the frequency reduces. 
In this frequency range conducted 
interference assessments are made. The 
military EMC community has more stringent 
requirements, and requires both radiated and 
conducted emission measurements to be made 
over a wider frequency range, although the 
conducted tests still occupy a lower frequency 
range than the radiated oms.  

In the case of immunity assessments, the 
requirement to mimic the operational 
environment poses a further problem. The 
immediate electromagnetic environment of the 
EUT can be constructed in the same way as 
that for emissions assessment. For immunity 
assessments, the threat fields must also be 
present. In operation, the EUT will be 
illuminated by a variety of threat fields 
simultaneously. Each will have its own 
direction of arrival, polarisation, modulation 
and intensity. Except for specialist military 
threat simulators, the multiplicity of threat 
fields is simplified to either a single pulse 
train or modulated carrier swept over the 
predetermined frequency range. Clearly, this  
is a considerable simplification of the actual 
threat, but the economics of the test process 
generally precludes any more complex effort. 

As with the emission assessment, the 
EUT must be exercised over all its functions. 
This is much more time consuming for 
immunity. For emission assessment, a 
frequency scan can be taken relatively quickly 



for each EUT state, as for each state, the 
emission spectrum is usually stable, and the 
scan rate is limited by receiver considerations. 
The receiver output data is presented in graph 
form, and a pass-fail judgement can he made 
quickly by comparison with the specification. 
For immunity assessment, the EUT must be 
assessed at all frequencies for each EUT state 
with sufficient dwell time for the tester or a 
data logger to observe any effect. Often the 
observation may be subjective. For example, 
the interference effect may be a degradation 
of a video display or audio signal, or i t  may be 
an instrument reading error comparable with 
the inherent accuracy of the instrument. Such 
assessments take time and are operator 
dependen t .  

2.0 Survey of Tes t  Methods. 

In this section the various types of test 
methods are reviewed. The section is divided 
according to the test types identified in section 
1.2 with the addition of a section on receivers. 

2.1. Radia t ed  Emission Measurements .  

Two techniques will be described for 
performing radiated emission measurements, 
the Open-Field Test Site (OFTS) and Screened 
Enclosures. The former is used primarily by 
the commercial/domestic EMC community, 
while the latter is used mainly by the military 
EMC community. 

Specifications for radiated emissions are 
defined in terms of the radiated electric field 
incident upon a receiving antenna. The signal 
received by the antenna is measured as a 
voltage in a receiver operated with a specified 
bandwidth and detector type, and is related to 
the incident field by the antenna factor (A.F.) 
of the antenna defined as; 

A.F. = E/V m-I 

where E is the magnitude of the incident field 
and V is the receiver input voltage. The 
antennas are calibrated along with their 
interconnecting cable, and many receivers give 
their output as incident electric field rather 
than input voltage, the antenna factor being 
stored in a look-up table in the receiver. 

A plan view of an OFTS as defined in 
CISPR Publication 22 [ I ]  is shown in Fig 2.1. 
The site should be on level ground as far away 
from buildings and other potential reflecting 
objects as possible. The EUT to antenna spacing 
is fixed at 3m, IOm, 30m, 100m. with the first 
two being the most common. These distances 
are chosen to be representative of typical 
distances over which interference may occur. 
At 30MHz, the antenna to EUT spacing is h/3  
for a 3m site and h for a 10m site where h is 

the wavelength. The 3m site, in particular, is 
marginal for a 377Q wave impedance 
assumption. The maximum EUT size is limited 
by the Rayleigh Range criterion of a minimum 
EUT to antenna spacing of 2 D W  where D is the 
maximum dimension of the EUT. This criterion 
is determined by the need to make 
measurements in the Fraunhoffer diffraction 
defined far-field of a radiating system. For 
measurements at IGHz ( h  = 0.3m) on a 3m site, 
the maximum EUT dimension set by the 
Rayleigh Range criterion is 0.7m. 

The minimum clear area is defined by 
the EUT to antenna spacing by an ellipse with 
the antenna and the EUT at the foci, and the 
major and minor axes being 2.0 and -13 times 

the focal distance of the ellipse. This geometry 
gives an EUT to ellipse perimeter to antenna 
distance of twice the focal distance and thus 
defines the maximum spurious reflection from 
objects outside the ellipse. In the worst case of 
a large specular reflector on the perimeter, 
tangential to the ellipse, the spurious reflected 
signal would be no more than half the direct 
signal. Within the ellipse the ground is 
required to provide a specular reflection and 
thus must be flat to within 1/16 at the 
shortest wavelength as a rule of thumb. As the 
highest frequency of operation is lGHz, this 
requires a surface level to within about 20mm. 
The conducting groundplane is present to give 
a repeatable ground reflection, independent of 
the ground moisture content, over as much of 
the site as possible. Its minimum size, as 
specified in BS6527 [2], is shown in Fig 2.2. If 
possible the conducting groundplane should 
cover the whole site. It must be present over 
the area shown in order to provide; 

i) a defined specular reflection at the 
m i d -  point between the EUT and the antenna. 

ii) a defined reflection coefficient 
beneath the antenna to stabilise the 
a n t e n n a -  ground interaction. 

iii) a defined reflection coefficient 
the EUT to stabilise the EUT- beneath 

ground interaction. 

On outdoor sites the conducting groundplane is 
made from a mesh material in order to aid 
drainage. A mesh size also less than h/16 at 
the  shortest wavelength (20mm) is required 
so that the mesh behaves as a continuous 
reflector. 

A side view of the site is shown in Fig 
2.3 which illustrates the various interactions 
between the antenna, the EUT and their 
images, From this it can be seen that the total 
field present at the antenna is the phasor sum 
of the direct wave and the ground reflected 
wave. The value of this sum depends on the 



path length difference between the direct and 
reflected paths in wavelengths. For a given 
antenna height this is dependent on 
frequency. If the value of the sum is plotted 
for a set of frequencies against antenna height, 
a result similar to that of Fig 2.4, recorded by 
FitzGerrell [3] at NIST Boulder, is obtained. The 
measurement specification calls for the 
maximum value of the resultant interference 
pattern to be recorded for each frequency. In 
the frequency range from 30MHz to 300MHz a 
broadband Biconical Dipole is often used as the 
antenna. From 300MHZ to IGHz a log-periodic 
array is used. In some cases more precise 
measurements of the most significant emission 
frequencies are made with resonant X I 2  
dipoles. 

The  measurements are repeated for both 
horizontal and vertical polarisation of the 
antenna, and the EUT is rotated in the 
horizontal plane to ensure that the worst case 
radiation is received. In many cases, the major 
repeatability problem is caused by the layout 
of power or signal cables effecting the radiated 
fields. For a typical 19" (0.5m) dimension 
equipment with a 2m long mains cable, the 
EUT is between XI4 and 8X in length. 
Individual circuit cards and sub-assemblies do 
not radiate in their own right to any great 
extent, however they do excite the whole 
structure including the cables which then 
radiates. The radiated fields are then highly 
dependent on the cable layout. Some 
specifications call for the cable to be placed to 
ensure maximum radiation. As the radiation 
efficiency of any particular layout is highly 
frequency dependent, this procedure needs to 
be repeated for each frequency examined. 

The quality of an OFTS is assessed by 
measuring its site attenuation. This is a 
measure of the signal transmission between 
two resonant Xi2 antennas placed on the site 
at the antenna and EUT positions as shown in 
Fig2.5. The maximum value of the measured 
signal as one of the antennas is scanned 
vertically from l m  to 4m is compared with 
that received when the two connecting cables 
are joined together. This is the attenuation 
introduced by transmission over the site. The 
site attenuation can be computed for balanced 
dipole antennas over an infinite perfectly 
conducting groundplane by defining the self 
and mutual impedances of the two antennas 
and their images. The resultant 4x4 impedance 
matrix is inverted to compute the response. 
For a site to be acceptable, the measured site 
attenuation must lie within a +3dB envelope of 
the computed figure. The theoretical site 
attenuation is shown in Fig 2.6. The points 
near the curves are measured values of the 
NIST site at Boulder, Colarado 131. This site has 
a 60m square groundplane, and thus 
represents the best likely attainable 

performance. The +3dB figure is a recognition 
that most sites are constructed in 
unfavourable locations with nearby buildings 
and other reflecting objects. It defines the 
precision of the measurements made on the 
site and the repeatability of measurements 
made on different sites. Because of this factor 
many test houses only issue unrestricted 
clearance to EUTs with emissions more than 
6dB below the specification limit. 

Screened enclosures are used for 
radiated emission measurements in 
circumstances when the presence of the 
ambient radiation is undesirable. Screened 
rooms are used by the military EMC 
community over a frequency range from 
below lOkHz to above 18GHz [4,5] for all 
radiated emission measurements. The 
commercial EMC community uses them for 
diagnostic measurements and in some cases 
screened enclosures can be made to simulate 
an OFTS. 

Enclosure sizes vary  in the main 
between 3m x 3m x 2m and 20m x 20m x 20m 
with some exceptions on either side of these 
limits. The larger enclosures, capable of 
housing full size vehicles or aircraft, are found 
in relatively few locations usually associated 
with national facilities or large manufacturers. 
The majority of enclosures have floor areas 
less than 10m x 10m. 

The operation of the enclosure as a 
measurement environment is determined by 
the size of the enclosure relative to the 
wavelength of the radiated emission to be 
measured. At microwave and UHF frequencies, 
the enclosures can be made anechoic by 
covering the walls, ceiling and possibly the 
floor with radio absorbent material (RAM). 
The use of RAM in anechoic chambers used for 
antenna measurements is well known. The 
typical reflectivity level of -40dB associated 
with RAM in this application is not required 
for EMC measurements where the acceptable 
precision is lower. Good performance can be 
obtained with a RAM reflectivity level no 
better than -20dB. As a result the depth of 
RAM required is about XI4 and this sets the 
lowest attainable frequency of anechoic 
operation for a given enclosure size. For most 
small chambers the RAM depth is limited to 
about 0.5m giving a lowest anechoic frequency 
of around 150MHz. The larger chambers have 
RAM depths up to 2m giving claimed anechoic 
performance down to 30MHz. The eventual 
limitation on RAM depth is mechanical sumort 
and the economics of enclosure design. In 
order to use the low frequency RAM a large 
enclosure is required with consequent 
increased wall area. Medium size chambers 
have been built with RAM on the walls and 
ceiling leaving a conducting floor, and these 



are able to be used as OFTSs above about 
IOOMHz [6]. 

The frequency range below that at which 
an enclosure can be made anechoic can be 
divided into three regions dependent on the 
principal means of energy propagation within 
the room [7]. The lowest frequency range, up 
to a frequency at which the maximum linear 
dimension of the enclosure is approximately 
h/10, can be treated as a quasi-static problem. 
No appreciable phase shift occurs in wave 
propagation across the enclosure, and the 
coupling of equipment to an antenna can be 
analysed in terms of mutual capacitive and 
inductive elements in an equivalent circuit. 
Such a circuit is shown in Fig 2.8 and is 
equivalent to the EUT and antenna layout 
inside a screened enclosure shown in Fig 2.7. 
In the capacitive coupling case the antenna is 
a 41" active rod antenna as specified in Def 
Stan 59-41 and Mil Std 462 for the 
measurement of radiated electric fields. The 
surface of the enclosure and the conducting 
bench that the EUT is placed on is an equi- 
potential surface. 

The next frequency range is that up to 
30MHz, the upper frequency of use of the 41" 
rod antenna. The conducting groundplane and 
its extension can be regarded as the inner 
conductor of a coaxial transmission line that 
supports a Transverse Electro-Magnetic (TEM) 
wave propagating from the EUT to the 
antenna. If the EUT is regarded as a set of 
electric and magnetic dipoles, then these 
couple into the TEM mode through their 
mutual capacitance and inductance with the 
transmission line. The bench bonded to the 
screened room wall is a short circuit, and the 
active rod antenna is a capacitive load at the 
end of the line. The change in width between 
the bench and the groundplane extension is a 
change in line impedance with its associated 
discontinuity capacitance representing the 
stored energy associated with the field 
perturbation at the discontinuity. Equivalent 
circuits for the two coupling modes are shown 
i n  Fig 2.9 and the associated frequency 
responses for a typical screened enclosure are 
shown in Fig 2.10. The resonance at 35MHz is 
associated with h/4 resonance of the 
transmission line system, and the coupling null 
at I7MHz is due to mode competition between 
the direct capacitive coupling from the EUT to 
the antenna dominant at low frequencies and 
the TEM coupling dominant at higher 
frequencies.  

In the frequency range from 30MHz to 
200MHz a different enclosure set-up is 
required as shown in Fig 2.11. A biconical 
dipole antenna is used to measure the fields. If 
the enclosure is not anechoic in this frequency 
range, cavity resonances will be present. The 

frequencies of these resonances for an empty 
rectangular enclosure of dimensions a x b x c 
is given by; 

fpqr  = 150((p/a)Z + (q/b)z + (r/c)z)I/z MHz 

where p,q,r are integers, one of which may be 
zero. In addition, TEM resonances of the 
conducting bench are present. The bench 
perturbs some of the cavity resonant 
frequencies, and the EUT and antenna also 
modify the resonant frequencies. The 
frequency response of a small enclosure of 
dimensions 2.25111 x 2.25111 x4.5m with a 
conducting bench and biconical antenna is 
shown in Fig 2.12. The excitation source is a 
short dipole placed at the EUT position on the 
bench. 

Consideration of the low frequency 
operation of screened enclosures for radiated 
emission measurements shows that the 
measurements are not directly equivalent to 
measurements performed on an OFTS. The 
energy propagation mechanisms present in the 
enclosure are different to electromagnetic 
radiation. The various resonance phenomena 
can impose measurement uncertainties of up 
to +40dB unless steps are taken to remedy 
their effects. A number of studies are 
underway in the UK and elsewhere aimed at 
evaluating ways of reducing the resonance 
effects using various forms of dissipative 
dielectric and magnetic materials positioned at 
field maxima inside the enclosures [SI. The 
eventual aim is to reduce the resonance 
induced coupling variations to i 5 d B .  While it 
may seem that the use of an enclosure for 
radiated emission measurements is prone to 
considerable error, it should be remembered 
that the oscillating charges and currents that 
cause radiation in free space are those that 
excite the various coupling mechanisms in a 
screened enclosure. The enclosure 
measurement, in  principle could be used to 
evaluate free space radiation. The assumption 
here is that the presence of the enclosure does 
not interfere with the oscillating sources. 
Recent experimental work has shown this to 
be the case for magnetic dipole sources but not 
for electric dipole sources [9] 

2.2 Conducted Emission Measurements.  

The measurement technique used for 
making conducted emission measurements is 
determined by the type of current flow on the 
conductors. Both common mode and 
differential mode emissions require 
assessment. Common mode currents flowing 
on a conductor set such as a power cable are 
an important source of radiated emissions, and 
in some circumstances, measurements of 



common mode currents can replace radiated 
emission measurements. 

Common mode currents are measured 
using some form of current transformer. In its 
simplest form it comprises a toroidal core of 
high permeability material, through which the 
cable carrying the common mode current is 
passed. The time varying common mode 
current induces a time varying magnetic flux 
in the toroid. A sense coil is wound around the 
toroid, and the induced voltage, a measure of 
the changing flux, is measured by the receiver. 
The system is shown in Fig 2.13. 
frequency response of the system is shown in 
Fig 2.14. Above the frequency where the 
reactance of the sense coil is greater than the 
input resistance of the receiver, the system is 
frequency independent. It is characterised by 
a transfer impedance, measured in dBQ, which 
is the relationship between the received 
voltage and the source common mode current. 

Current probes measure the total 
common mode current on a cable. They cannot 
distinguish between currents on an individual 
conductor within a cable, unless that conductor 
is passed through the probe in isolation. Care 
must be taken to ensure that the current 
probe toroid is not saturated by large direct or 
power frequency currents as the change in 
differential relative permeability reduces the 
transfer impedance. Current probes can be 
obtained for frequency ranges up to 1GHz. The 
normal design value of transfer impedance is 
1Q (OdBQ) thus eliminating the need for 
numerical conversion between measured 
voltage and common mode current. As a 
current probe is essentially a transformer in 
which the cable to be sensed forms a single 
turn primary winding, the effect of the current 
probe is to insert a small series impedance 
into the cable. The value of this impedance 
depends on the receiver input impedance, the 
turns ratio and the other parasitic effects 
associated with a transformer. In general the 
inserted impedance is less than 1R.  In a multi- 
conductor cable, the distribution of the series 
impedance is not easy to determine as it 
depends on the termination impedances of 
each conductor and the cross-talk between 
them.  

The 

1 

As, at higher frequencies, the common 
mode current on cables is a primary source of 
radiated emissions, a common mode current 
measurement can replace a radiated emission 
measurement. This is an attractive option in 
view of the problems associated with making 
reliable and repeatable radiated emission 
measurements. The main problem with a 
current probe measurement at higher 
frequencies arises from standing waves set up 
on the cable. These can be largely eliminated if 
the common mode current on the cable is 
terminated in an absorbtive load. This can be 

accomplished using an absorbing clamp as 
shown in Fig 2.15. 
conventional current probe immediately 
followed by a series of ferrite rings made from 
a ferrite material which exhibits loss at radio 
frequencies. The cable to be assessed is placed 
on a bench and the clamp is moved along the 
cable. The maximum value of the residual 
current standing wave is measured. 

This comprises a 

Differential mode currents are measured 
using a network inserted into the cable known 
as a Line Impedance Stabilisation Network 
(LISN). This is a simple circuit which manages 
to fulfil three requirements. 

i) It defines the impedance seen by the 
differential mode currents on the cable. 
This is necessary in  order to perform a 
repeatable measurement. The r.f. 
impedance of a domestic 240V supply 
varies between OQ and 200Q resistive 
and ~ 2 0 0 0  reactive. A suitable 
standard impedance in this range is SOQ, 
the input impedance of most 
measurement receivers. 

ii) It reduces differential mode 
interference propagating away from the 
EUT thus isolating the EUT. 

iii) It reduces other r.f. currents on the 
cable reaching the EUT thus reducing 
interference with the measurement. 

A circuit diagram of a LISN is shown in Fig 
2.16. 
Its performance in terms of the impedance 
seen by the EUT is shown in Fig 2.17. As the 
differential mode currents are terminated by a 
standard impedance they are assessed in  
terms of r.f. voltage at the output of the LISN. 
The switched resistors ensure that each line is 
terminated in the same impedance 
irrespective of which line the receiver is 
switched to. The layout of a conducted 
interference measurement according to Def 
Stan 59-41 is shown in Fig 2.18. 

2.3. M e a s u r e m e n t  Receivers.  

In this section the instrumentation used 
for emission measurement is considered. As 
the interference waveforms are indeterminate 
and, for the most part, we are seeking to 
protect radio services, emission levels 
defined in the frequency domain. The 
interference is then measured on a receiver of 
defined bandwidth and detector function. The 
receivers used all use the superheterodyne 
architecture. They are classified into two 

are 

types ;  

i) Spectrum analysers. These are relatively 
cheap and provide a quick visual display of 



their input spectrum. Most spectrum analysers 
operating in the frequency range below their 
first IF frequency (about 2GHz) have only an 
input low-pass filter, with no tuned pre- 
selection before the first mixer. This means 
that all the incoming energy is presented to 
the mixer. If the interference is impulsive. 
then, while the mean energy may be low, the 
instantaneous peak energy can be sufficient to 
overload and possibly damage the mixer 
device. Spurious signals can thus  be generated 
within the analyser, and unless steps are 
taken to identify them the results of emission 
measurements from spectrum analysers are 
suspect.  

ii) Measurement Receivers. Measurement 
receivers have tuned pre-selector filters 
before the first active stage and thus limit the 
input energy to that stage. This may take the 
form of a tuned filter, a switched filter bank or 
a combination of both. They do not suffer to 
the same extent as spectrum analysers from 
spurious responses and they have a wider 
dynamic range. The requirement to tune or 
switch the pre-selector filter means that the 
tuning rate of a receiver is less than that of a 
spectrum analyser, and traditionally receivers 
have been manually tuned with a meter 
indication of the received signal strength. Most 
receivers also have audio de-modulation 
facilities and a speaker which are not 
generally found on a spectrum analyser. 

Modern design has resulted in a 
synthesis of the best of both receiver types by 
use of computer control, data storage and 
display. Receivers now have VDU display of 
the spectrum and spectrum analysers have 
pre-selector options giving them receiver-like 
performance. The add-on pre-selectors cost 
more than the basic spectrum analyser! 

The main conceptual difficulties with 
receivers lie in the selection of measurement 
bandwidth and detector type. Receiver 
bandwidths are selectable with values i n  the 
range lOOHz to 1MHz. The signals to be 
measured can be classified into two types, 
broadband and narrow band. A broadband 
signal is one with a spectrum extending 
beyond any filter bandwidth available on the 
receiver. The amount of energy incident on the 
receiver detector varies with the 
measurement bandwidth and thus any 
measurement must have a defined bandwidth. 
Random noise and impulsive signals are 
generally broadband. 

A narrowband signal is one with a 
spectrum narrower than the receiver 
bandwidth. Thus most analogue radio signals 
and individual clock harmonics are 
narrowband signals. The energy incident on 
the detector is independent of the receiver 
bandwidth .  

Clearly the definitions lead to 
classification difficulties. Strictly speaking, the 
broadband definition should be sub-divided 
into continuous spectrum noise like signals 
and line spectrum repetitive or impulsive 
signals. This is important when considering the 
detector input energy to bandwidth 
relationship. For a continuous spectrum noise 
like signal, the detector input energy is 
proportional to the bandwidth and hence a 
bandwidth increase of a factor of ten results in 
a detector input power increase of 1OdB. In 
the case of an impulsive signal with a series of 
phase related spectral lines, the bandwidth 
increase of ten results in an increase of ten in 
the number of spectral lines incident on the 
detector. As the spectral lines are phase 
related, the detector input voltage is increased 
by a factor of ten (20dB) and hence the 
detector input energy increases by 20dB. 

Two detector types are in common use 
for EMC measurements, the peak detector and 
the quasi-peak detector. The peak detector is 
more common in military usage whereas the 
quasi-peak detector is used by the commercial 
EMC community. Both detector types comprise 
a conventional diode detector followed by a 
charge -discharge circuit with defined charge 
and discharge times. The peak detector has a 
very short charge time and a relatively long 
discharge time. It thus measures the peak 
voltage of any input signal. For sinusoidal and 
other similar narrow band signals it  can be 
scaled to read the r.m.s signal level. 

The quasi-peak detector is designed to 
have an output which responds both to the 
amplitude of the input signal and to the 
repetition rate of impulsive signals. Thus an 
impulsive signal with a higher repetition rate 
but the same amplitude than another signal 
will give a greater output. The design of the 
quasi-peak detector is configured in this way 
to indicate the subjective annoyance value of 
repetitive signals on audio and video signals. 
It is not adequate however to indicate bit 
error rates in  digital systems. As the output of 
the quasi-peak detector is much less than the 
peak input signal, the associated r.f. mixer and 
IF stages must be capable of reproducing the 
full amplitude of the impulsive signal. Thus a 
considerable signal overload factor relative to 
the indicated output level must be built into 
these stages. The quasi-peak detector 
functions by having detector charge and 
discharge times related to the IF bandwidth. 
The IF bandwidth is related to the receiver 
input frequency as shown in the table below. 
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T a b l e  2.1. Quas i -Peak  Detector 
C h a r a c t e r i s t i c s .  

Inout Freauencv Ranee. 

10-150kHz 0.15-30MHz 

peak bandwidth 100-500Hz 7-IOkHz 

quasi-peak 200Hz YkHz 
bandwid th  

charge time 45ms 1 ms 

discharge time 500ms 160ms 

IF  overload 
f ac to r  24dB 30dB 

Inout Freauencv Ranee. 

30-300MHz 0.3-1GHz 

peak bandwidth 100-300kHz 100-500kHz 

quasi-peak 120kHz 120kHz 
bandwid th  

charge time 1 ms 1 ms 

discharge time 550ms 5 5 0 m s  

IF  overload 
fac tor  43.5dB 43.5dB 

The relative responses of peak and 
quasi-peak detectors are shown as a function 
of pulse repetition rate in Fig 2.19. Calibration 
of a quasi-peak detector is made using a 
standard r.f signal generator generating a 
sinusoidal signal. Under these circumstances 
the two detector types give the same 
indication. 

2.4 R a d i a t e d  I m m u n i t y  Measuremen t s .  

In this section the basic techniques of 
performing radiated immunity measurements 
are discused. 

kadiated immunity assessments require 
that the EUT be illuminated by a propagating 
electromagnetic wave of the required 
frequency and field strength. As the frequency 
is stepped or swept over a substantial 
frequency range and field strengths of up to 
200VIm are required it is normal to perform 
these assessments in shielded enclosures. Once 
again, the mode of operation of the enclosure 
is determined by the frequency range of the 
assessment, At frequencies where the 
enclosure can be made anechoic, the EUT can 
be illuminated by a wave generated by a 
conventional antenna as in free space. The r.f. 
power required PI can be evaluated by 
considering the required threat field E and the 

gain G available from the transmitting 
antenna. 
space is Z, and the EUT to antenna distance is R 
then ,  

If the intrinsic impedance of free 

E2jZ = Pt . G I 4 a  . R2 

Examination of this equation indicates a 
possible advantage in using high gain 
antennas. This is not the case as two further 
factors need consideration. The first is that the 
antenna only exhibits its full gain at distances 
beyond the Rayleigh range, a diffraction 
limited effect. If the antenna maximum 
dimension is D and the wavelength is h then 

R > 2DZn 

is required to realise G. As the gain of an 
antenna of radiating aperture say D2 is 

G = 4a . D2/h2 

it can be seen that the greater the gain G the 
greater the distance R needs to be. The second 
effect is the relationship between the 3dB 
beamwidth of the antenna 0 and hence the 
area of the EUT illuminated by the antenna 
and the antenna gain. The approximate 
relationship is, 

G = 4x182 

The higher the gain of the antenna, the 
narrower the beamwidth, and hence for a 
given size of EUT, the further away the 
antenna needs to be to ensure that the whole 
EUT is illuminated. It is left as an exercise for 
the reader to show that the transmitter power 
required to illuminate a given size of EUT is 
independent of the antenna gain if the above 
illumination criterion is followed. 

There is considerable advantage 
therefore in minimising the antenna to EUT 
distance, and hence screened enclosure size, 
by using a low gain antenna, provided that the 
Rayliegh range criterion and the minimum 
distance requirement for a 317.Q wave 
impedance ( R > h/2x) are satisfied. 

At lower frequencies, where the 
enclosures cannot be made anechoic, cavity 
resonances can cause considerable 
measurement uncertainty. Problems also arise 
at even lower frequencies because the 311.Q 
wave impedance criterion results in an 
unacceptable EUT to antenna distance. Various 
techniques are used to overcome the problems 
including at the lower frequencies the use of 
capacitor and inductor like field generators 
that produce localised high impedance 
(electric field) or low impedance (magnetic 
field) waves. 



A better technique for producing plane 
electromagnetic waves at low frequencies is to 
use a Transverse ElectroMagnetic (TEM) wave 
generator such as the Crawford Cell. Such a 
device is shown in cross-section in Fig 2.20. 
The cell comprises a tapered transmission line 
of square cross-section with the inner 
conductor in the form of a flat septum. The 
tapered cross-section maintains a constant 
characteristic impedance on the transmission 
line from the coaxial input to the working 
volume and on to the matched load. The cell 
geometry is chosen to give a 5 0 0  characteristic 
impedance for the transmission line (voltage 
IO current ratio for a wave propagating on the 
line) while the air dielectric ensures an electric 
to magnetic field ratio of 311R. Within the 
working volume, the fields mimic those of a 
plane wave. The Crawford cell operates from 
d.c. to an upper frequency set by the onset of 
higher order modes than the wanted TEM 
mode. These occur at a frequency when the 
cross-section of the cell becomes X12, but their 
onset can be delayed by careful use of 
absorbing material in the cell. The maximum 
size of EUT is limited to one occupying one 
third of the septum to wall dimension if 
acceptable field perturbation is to be 
maintained. Thus the maximum frequency of 
operation of a Crawford cell is set by the size 
of the EUT, the larger the EUT the lower the 
maximum frequency. 

The electric field E inside the cell can be 
calculated from the voltage V applied to the 
cell and the septum to side spacing 

E = Vld Voltslm 

and the magnetic field H is 

H = El371 = Vl3ll .d Alm 

For a 50R characteristic impedance cell, the 
power Pc required for an electric field E is 
PC = (E.d)2/50 Watts 
Other types of TEM cell are used including 
parallel plate transmission lines. The 
principles of operation are identical. In the 
case of the parallel plate lines, the fields are 
not confined as in a Crawford cell and the 
surroundings can cause considerable field 
per turba t ion .  

d. 

2.5 Conduc ted  Immuni ty  Measurements .  

The techniques used for conducted 
immunity assessments are based on the same 
current and voltage transducers used in 
conducted emission assessments. Detail 
changes in design to accommodate the greater 
power requirements of immunity assessment 
may be made. Again, two operation modes can 
be identified, common mode and differential 

mode. I n  the case of immunity measurements 
we are not restricted only to the frequency 
domain, and threat currents or voltages in the 
form of impulses can be used. 

One aspect of conducted immunity 
assessment is now starting to replace radiated 
immunity assessment on large systems such as 
aircraft. The power and space requirements of 
radiated immunity assessment of a large 
system can be prohibitive. As a rule it is 
recognised that the energy propagation path 
into susceptible systems is via currents 
induced onto cable bundles by the incident 
wave, The first part of this energy transfer 
process can be avoided if interfering currents 
are directly injected onto the appropriate 
bundles, This bulk current injection technique 
is useful if the relationship between the 
incident threat field and the induced current is 
known. The relationship can sometimes be 
deduced by numerical modelling or by 
illuminating the large system with a low 
incident field and measuring the induced 
currents. An assumption of linearity can then 
be made to deduce the induced currents from 
a full threat field. Neither of these techniques 
is completely satisfactory, as incorporation of 
the non-linear behaviour of the susceptible 
systems is difficult in both cases. Fig 2.21 
shows a test system for bulk current injection. 

3.0 Conclusions a n d  F u t u r e  Directions. 

In this paper I have attempted to give 
an overview of some of the current 
measurement and test techniques used for 
EMC assessment. The treatment is necessarily 
incomplete, and no mention has been made of 
ElectroStatic Discharge measurements. New 
measurement techniques are under 
development in several areas. Much work is 
underway on screened enclosure techniques a t  
low frequencies below the anechoic limit 
frequency. 
both immunity and emission measurements 
are not acceptable and resonance damping 
techniques and enclosurelantenna system 
calibration techniques are under development. 
These are at relatively early stages but may 
be incorporated into revised standard in the 
fu ture .  

The large uncertainties caused to 

The problems of EMC assessment of large 
systems are also attracting attention, 
particularly in the commercial EMC 
community where large distributed computer 
systems within buildings and electronic 
telephone exchanges represent current 
problems. The move to low energy low voltage 
logic families and poorly screened plastic 
equipment enclosures enhances problems, and 
the screening performance of whole buildings 
is an important consideration when 
considering these distributed systems. The 
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advent of optical data transmission has not 
proven to be the solution of EMC problems as 
some originally thought. While considerable 
amounts of data can be transmitted this way, 
power still goes along copper, as does 
interference. The systems at the end of the 
fibres are still electronic. 
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Fig 1.1. Spectrum of Harmonics from a Digital Circuit. 
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Fig 1.2. Continuous Spectrum of Digital Data. 
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D = d + 2 m. where d is the max~num test unit dimension; 
U = a + 1 m. where a is the maximum a e r i a l  dimension; 
L = 3. 10. or 30 m. 

Fig 2.2. OFTS Groundplane Minimum Area. 

Fig 2.3. Side View of an OFTS. 
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DIPOLE HEIGHT VS INSERTION LOSS . . .HP 

FREQUENCIES, L TO R: 

Selected relative insertion loss data calculated for 
horizontally polarized, dipoles over perfect ground. Site 
attenuation is the single minimum insertion loss value of 
each curve. Separation distance is 3 m: transmitting dipole 
height is 2 m. 

Fig 2.4. Vertical Interference Patterns on an OFTS. 
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Fig 2.5. Antenna Positions for OFTS Site Attenuation. 
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SITE ATTENUATION VS FREQUENCY 

FREWENCV, MHZ 
attenuation for horizontally polarised dipoles 

over perfect ground. Solid curves are calculated, points are 
measured data 

Fig 2.6. Theoretical and Measured Site Attenuation. 

VERTICAL ROD ANTENNA 

COUNTERPOISE 

G R O U N D  PLANE 

USING A VERTICAL ROD ANTENNA OVER THE 
FREQUENCY RANGE 1 4 k H z  TO 25MHz.EMlSSlONTESTSONLY 

TYPICAL ARRANGEMENT FOR RADIATED TESTING SHOWING 
ANTENNA POSITION 

Fig 2.7. EUT Position in a Screened Enclosure. 
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Fig 2.8. Equivalent Circuit for EUT to Antenna Capacitive 
Coupling. 

a)electric dipole source 

b)magnetic dipole source 
Fig 2.9. Equivalent Circuits for TEM Mode EUT to Antenna 

Coupling.  
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Fig 2.10. Frequency Responses for Circuits of Fig 2.9. 
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BICONICAL AS YlEWED F R O M  E U T  

Fig 2.11. EUT and Antenna for 30 - 2OOMHz. 

Fig 2.12. Frequency Response of Screened Enclosure 30 . 
2 0 0 M H z .  
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Fig 2.14. Frequency Response of Current Transformer. 
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coaxial output to 
measuring receiver 

56 rings i 3 rings 

EUT cable absorbing rings 

Fig 2.15. Absorbing Clamp Construction. 

Fig 2.16. LISN Circuit Diagram. 
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Fig 2.17. LlSN Impedance Performance. 
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Fig 2.18. Conducted Interference Measurement Layout. 
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Fig 2.19. Detector Responses. 

Outer conductor ( s h i e l d )  

Fig 2.20. Cross-Section of a Crawford Cell. 
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Fig 2.21 Bulk Current Injection Test System. 
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Design Principles for 
effective EMC. 

Prof.ir. J. Catrysse 
KIH.WV., Zeedijk 101 
B 8400 Oostende, Belgium 

Effective EMC design is directly related an minimising the different effects in EMC : EME, EMS and 
the couplingltransmission paths. 
A short overview will be given of the most important factors concerned with EMC design. It follows 
design parameters and design rules for 

0. Introduction 

each item. 

Effective EMC design is directly related on to 
minimising the effects of 8ome important factors 
concerned wicli EMC : emission, susceptibility, 
coupling paths, propagation paths ... . At this 
stage, two remarks must be made : - 

a degradatioq in the good working of a 
system or circuit is always a cumulative 
effect of noise and interfering signals 
(unwanted signals). Without any interfe- 
rence, a normal design is made for an 
acceptable SignalINoise value (S/N), with 
N = the inherent system noise (bandwidth- 
limited white noise) for snalogue systems1 
circuits and with N = the noise h"nity 
level or the noise margin for logic 
families. 
With an interfering ambient, the inter- 
fering signals I are added to the (also) 
unwanted noise N. 
So the real signallnoise ratio becomes : 

. 

SIN Trm. SIN + S/N+I = 

It is necessary that IIN < 1 into obtain 
a nan-disturbed system by interference, 
but achieving IIN <<< I gives a Costly 
overdesign. 

As a system, it should be understood as 
any combination of two or  more systems, 
subassemblies, racks, PCB's or even 
chips on a PCB for high speed/hi$h fre- 
quency circuits. 

m."IL. . L 
Fig. 0.1 Schematic of a system. 

This means that for some topics, very 
general design rules may be given. Ex- 
amples are about grounding, crosstalk, 
field-to-looplloop-to-field coupling, ... for large systems or PCB-design. 
The only difference is that the larger 
the system is, the lower the frequen- 
cies where some effects occur. This 
means in practice that for a large 
computer system, the same rules and 

effects may be handled as far a high speed PCB- 
design. 
As typical parameters, the wavelegth1Dimensions 
o r  the pulse durationlwire length ratios are 
the constants in the general design rules. 

In this paper, some general design rules will be 
discussed in this manner, so that they may be 
applied for each appropiated design in real life. 

I .  General overview 

It has been mentionned that the overall EMC 
quality of a system is a cumulative effect of a 
lot of items, also internally of a system or a 
PCB, because f.ex. at PCB-level or back-phase 
level, small circuits or components may also be 
regarded as "a system or subsystem". 
An overview is summarized in the next table, 
and each point will be discussed in more detail: 

common impedance coupling between systems 
common mode coupling to EM-fields 

' coupling of ground noise into the systems/ 

' differential mode coupling to EM-fields 
' balancedlunbalanced systems and twisted pairs 
' filtering of power lines 
' filtering of datdsignal cables 

circuits 

crosstalk on wires 
reflections on wires 
shielding 
decoupling capacitors 
&e protection 

' non-linear effects and HF behaviour of 

' spectrum management 
' mechanical design and lay-out 

Two points should be mentionned : 

1 .1 .  Reciprocity of emissionlsusceptibility 
The reciprocity theorem is a very general theorem 
in circuit theory. For EMC, it means that a loop 
will act with exactly in the same manner for 
emission and susceptibility. The same may be said 
for the bandwidth of a system (even a logic one). 
This means that a good design for susceptibility 
will also have a good behaviour with a low emis- 
sion level. EMI-sources are always possible EMS- 
receivers, and vice versa. 
In practice however, it is more difficult to 
have a high EMS-value, due to the fact that for 
emission control, the choice of components, 
circuits, PCB-lay-out, ... is fully under control 
of the designer, but that for immunity control, 
the noisy ambient is NEVER exactly known in detail. 
So, normally in practice, the real problem is a 
design for a good SUSCEPTIBILITY of the system. 
But, measurements and validation of a system are 
easier for EMISSION. 

components 
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1 .2 .  Sourcelvictimlcoupling path control 
Control of EMC may be done at different levels 
of the EMC transmission path at the source level, 
victim level o r  at the level of the coupling 
path. 

\ Source j 

Source Receiver 

C O W 0  PATH 

Fig. 1.1.  EMC transmission path 
At the source and victim level, two worlds of 
design are concerned with : 

the electricallelectronical one, concer- 
ning the choice of components, circuit 
design, technology, subassemblies, fre- 
quency, range, ... 

' the mechanical one, concerning the choice 
of PCB-system (ex. double side o r  multi- 
layer), lay-out on PCB, mechanical con- 
struction, mechanical attachment of 
cables. ... 

Fig. 1.2. EMC-levels of a system. 

At the coupling and transmission path itself, 
it is more concerned with mechanical proper- 
ties and choices, such as boxes and housing, 
connectors, filter mountings, cable mounting, 
rack mounting of PCB's, ... 
A good EMC designed system has been care- 
fully designed at all three points (source, 
receiver, path) of a "system". 

2 .  15 points to remember about EMC design 
~ 

In this section, the previous mentionned 15 
items will be discussed in Some more detail, 
with the links to the EMC-noise balance in 
the system and the typical parameters con- 
cerned with to minimise EMC problems. 
As stated in the introduction, it is impor- 
tant to minimise the interfering signal 
level I compared with the own noise level N 
of the 9ystem considered. In this way of 
thinking, signals I stands for a l l  unwanted 
signals in a system : this may be the am- 
bient noise coupling into part of a circuit, 
but a l s o  reflections on a transmission line 
due to mismatch of a load. 

2 . 1 .  Common impedance coupling. 
Common impedance coupling is the effect that 
currents from different circuits or compo- 
nents are flowing through the same conductor, 
creating unwanted voltage draps over this 
common wire. Examples are sketched in 
fig. 2 . 1 . 1 .  

PCB-example (lay-aut) 

Circuit-example (op-amp design) 

- 

A " t  

Fig. 2.1.  Examples of common impedance. 
As mentionned in another paper of this lecture 
series, a wire or track on a PCB has not only 
a resistance, but also an inductance. The latter 
one may be estimated as I nH/mm. 
Here is an induction LAB = 250 nH. 
In the case of TTL logic, a positive going edge 
on Z l I O l  can provide upto IO nA in 10 nsec. 
So,  a voltage VAB is induced over L m .  

-$ 10.10- v = c  - -  'I - 250.10 - = 250m~olt 
in.10 AB AB A t  



Added to some other minor effects, this vol- 
tage can cause a false triggening of the 
circuit 02. When ESD effects are concerned with, 
even without direct effect on the components, 
this voltage drop due to the discharge current 
flowing through some common impedance of the 
system will cause a bad working of the system. 
(Remember for ESD : AIIAt = 1A/10 nsec). 

An equivalent circuit diagram for a common 
impedance coupling was given in the figure 
2.1.1. 
It is easily found that : 

P, Zk 
.VI RE R* + (Et + Ra )Zk v,, (Vx= s)=  

The voltage V,, is reduced by reducing the 
common impedance Zk. Normally, circuit- 
designers and layout-designers (PCBImechani- 
cal) are working in different departments, 
without any direct supervision officer. For 
the case of common impedance, a very impor- 
tant problem is the ground-reference, nearly 
never drown on logic schematics. Some examples 
of good and bad design are shown in 
fig. 2 . 1 . 2 .  

- 

. BETTER 

0 

I ov Logic 
! 

Fig. 2 . 1 . 2 .  Examples of common impedance 
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Rules : I. Don't use high speed (large AIlAt __ 
values) or large bandwidth (high 
frequency swings) for the '"sources" 
if there is no real need to do it. 

2 .  Don't mix ground and power supply 
lines for different circuits or 
critical parts of it. 
Don't mix (sensitive) analog and 
(high speed) logic circuiting. 

3. Don't clean-up circuit lay-out by 
combining the latest residues of 
gates, flipflops, ... of different 
circuit parts together in one 
package. 

BE AWARE OF AUTOMATIC CAD LAY-OUT! 

2 . 2 .  Common mode coupling 

As referenced in fig. 2.2.1., common mode and 
differential mode working of a system is direct- 
ly related to the paths current3 are flowing 
through. 

COIUON MODE-,. Wl!" .s.w< IO (I"""* 

DIPFERE"TI3.L MOOL-"0." I t , "  ' " P n  IS W"d 

Fig. 2.2.1. Common/Differential mode. 

It should be stated very clearly that the dif- 
ference between both modes has to do with the 
currents mentionned. This means that for one 
current path, the system may act as a DM system, 
and for an induced current path, the system is 
acting as a CM system. Most common mode effects 
have to do with "a" ground or earth reference, 
somewhere in the system. Examples are given in 
fig. 2 . 2 . 2 .  

- - 
~ ..nn,vmuna 

Fig. 2 . 2 . 2 .  Examples of CM in practice 
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The common modes occuring may be sketched prin- 
cipally as in fig. 2.2.3. 
It is seen that CM coupling is a coupling into 
or from the ambient electromagnetic fields. The 
CM effect is created by the large surface area 
contained within the signal wires and the ground 
reference. A ground look is created, and a vol- 
tage is induced due to the incoming electro- 
magnetic wave, or a radiated field is generated 
due to CM currents (set PCB). 

Fig. 2.2.3. 
I 

d 
For emission : near field : H + . A . 1  

' 1 A . 1  far field : H * f - d 
I * f - A V  d '  

dH . For reception : V. L uo A 
(far field) 

= u o A  f E /120ll 

with : A = surface or loop area 

d = distance to the loop 
I = current in the loop 
V = voltage over the loop 
E/H = electridmagnetic field 

Both for emission and reception, it follows 
that minimising loop area ,  voltage level 
(current level) or field level and frequency 
will minimise the CM coupling effect. 
Referrint to f a r  field conditions, there is 
a 20 dB/decode slope for the relationship 
between E-field and voltages conerned. 
However, it should be mentionned that this 
curve will act with a flat envelope (and 
sharp dips) when the dimensions of the loop 
and the wavelength are of the same order of 
greatness. It is referred to section 2 . 2 . 4 .  
for an example of this relationship. 

Rules : I. Have a good control about (un- 

f = frequency 

known) ground loops. Minimise the 
loop areas, f.ex. by using multi- 
layer PCB's instead of double 
sided ones, o r  good controlled 
earth wires. If appropiate, use 
3-wire systems. 

2. Minimise frequency range (or rise/ 
fall-times of logic circuiting). 
For 110 cables, ,filtered connectors 
may be used to achieve this. 

3. Minimise signal levels if possible. 
A s  an example, high speed logic should be 
placed as close as possible to the connector. 

2.3.4. Coupling of ground noise. 

In both sections, we discussed effects where 
in the ground a noise voltage was induced. 
However it is not shure that this voltage is 
also really and fully coupled into the elec- 
tronic system itself. Two cases must be con- 
sidered, an unbalanced and a balanced one. 

h 

V 

Common Mode Noise 

Fig. 2.3.1. Unbalanced system. 
(Ref. D. WhiteIICT) 

Analysing this system, the coupled victim 
voltage due to the induced voltage is given 
hu . 

Two parameters are important : 
' Vvictim is directly proportional with 
y, so a low load impedance is interes- 
ting. 

' Vvictim is inversely proportional with 
Z (Z should be high). 
Remark however that in most cases, a 
parasitic capacitance is bridging this 
impedance 2, so that at higher frequencies, 
this coupling impedance Z becomes small, 
closing the loop, instead of opening it. 

V I 
V u 

Fig. 2.3.2. Balanced system. 

In fig. 2.3.2., a balanced system is schema- 
tically given. Ztand ZI are simulating some 
unbalances. Analysi-ng this system, the coupled 
victim voltaee is given by : 

It follows that for a full balance (Z,=Z,), 
no voltage is induced in the system. 



Rules : I .  Use a balanced (or symmetrical) 
system (and even 3-wire cables) 

2 .  Otherwise, open the ground loop by: 
floating systems, boxes, PCB's 

' isolating systems (transformers, 

' feed-thru capacitors to pass 

__ 

opta-isolators. ... ) 
wires into a box 

Be aware for safety earth connections! 
3 .  Low impedance design at load level, 

and high impedance design at source 
level (= current loops!) 

2 . 4 .  Differential mode coupling. 

Referring to section 2.2., there is no physical 
restriction why for the differential mode (DM) 
there should be no radiated field or  no suscep- 
tibility from incoming fields. However, the loop 
areas concerned with are much smaller. This is 

. 

. schematically shown in fig. 2 .4 .1 .  

Fig. 2.4.1.  Differential mode coupling. 

The coupling from an incoming plane wave 
electrical field into an induced voltage in 
a loop with dimensions lxs is given in 
fig. 2.4.2.  

Fig. 2.4.2.  DM coupling E-fieldlloop voltage 
(ref. D. WhiteIICT) 

The only difference with the coupling of fields 
in a CM-systems is the loop area, so ,  in prac- 
tice CM-coupling is normally the dominant one. 

Rules : I .  Minimising the loop area by control- 
ling the separation distance between 
wires and using twisted pairs 
(sec .  2.5)  

2 .  Minimising frequency range o r  

3 .  Shielding of the DM-wires. 
riselfall times 

2.5. Coupling of DM signals. 
Induced DM signals are directly coupled into 
a system, in the same way as the signals or 
data. This means that the only way of acting 
is to minimise the DM coupling itself. The 
best action to take is to use twisted pair 
cables, so that even induced voltages are 
cancelled, due to the opposite loop-direc- 
tions. A twisted pair is sketched in fig.2.5.1 

Fig. 2.5.1 Twisted pair 

An apropiated use of twisted pair cables, with 
respect to the same configuration with normal 
parallel wires gives easily a gain of - 40 upto - 
60 dB of less coupling for DM problems. 
Better is to use shielded twisted pair cables. 
It should also be mentionned that a lot of 
loops are introduced in a design by currents 
flawing through a set of conductors. Examples 
are given in fig. 2.5.2., with loops created 
by a (bad) power supplylground reference design, 
and by connecting larger systems together. 
For the later case,  couples of wires are forming 
a kind of folded dipole. When the length becomes 
comparable with the half-wavelength of the 
frequency components of a complex signal, very 
efficient E-field antenna's are created ! 

Rules : 1. Minimise the coupling itself by __ 
minimising loop area (twisted pair) 
and shielding. 

wires into a box. 
2. Use feed-thru capacitors to pas6 

3 .  Be aware of the existance of wire- 
like, dipole and folded-dipole 
antenna-models. 

2 . 6 .  Filtering of power lines. 
The difference between power line filtering 
and data-line filtering is the separation of 
the frequency ranges in the spectrum. 
For normal situations, filtering power lines 
is much easier. Typical line-filters are 
shown in fig. 2.6. 

7"a.L.lr* .t 
Y.,.. .Lrl".. con.tructloru, .t ..,. .to. 

N 

Fig. 2.5.2. 
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3 

Fig. 2.6.1. Power line filters. 

There are three points to mention in order 
to make a good choice : 

All normal rules concerning source and 
load impedances from circuit theory must 
be used, choosing filters with series or 
shunt branches at their inputloutput 
sections. It should be noted that the 
input section for emission is the output 
section for susceptibility ! 
characteristics and specifications from 
data sheets are taken for a 5 0 0 s o u r c e l  
5 0 n  load impedance. S o ,  no one of the 
published characteristics may be direit- 
ly used for normal power line applica- 
tions! 

' Look out for the saturation of the cores 
of the inductances by the current. 
Look out for the leakage currents from 
the power wires to the neutrallearth wire. 
Make a carefull mechanical mounting of 
the filter, avoiding unfiltered wires 
passing over filtered ones, or creating 
radiating loops inside of a system. 
This is illustrated in fig. 2.6 .2 .  

Fig. 2.6.2. Mounting of power line filter. 

Rules : 1 .  Make a choice of power line filters, 
taking into account impedance levels, 
currents and leakage currents. 

2. Proper mounting of the filter in the 
system. 

2.7. Filtering of datalsignal lines. 
For the filtering of datalsignal lines, in a 
lot of c a s e s ,  interfering and useful signals 
are in the same frequency-range. It follows that 
filtering will be a hard j o b ,  invoking filter 
theory. Examples of the orincioal filter circuits 
are given in fig. 2.7.1 

L 

-I-- - 

L L 

L 

Fig. 2.7.1. Basic filter components. 
In fact, all kind of filter types may be used 
(ex. Butterworth, Elliptic, ... ) in order to 
obtain good filtering characteristics. 
For more common cases, some simple tricks may 
be used, such as the use of ferrite beads. 
These are highly inductive rings, which may be 
placed over wires, PCB-tracks, included in 
ConneCtors, ... 
Fig. 2 . 7 . 2 .  gives some examples of the appli- 
cation of these ferrite, for CM and DM coupling 
of signals. For separating DM signals from 
interfering CM signals, a ferrite ring may be 
placed over both wires. 

Fig. 2 . 7 . 2 .  Ferrite beads. 
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For DM-signals, of which both wires are pas- 
sing through one ring, no flux is generated 
and the signals are not affected. 
S o ,  in this way it is possible to Separate 
DM from CM signals. 
In fig. 2.7.3., the mounting of (filtered) 
connectors is shown, creating a ground loop 
inside of the system (bad) or giving a goad 
shielding effect (good). 

As allready mentionned earlier, filtering of 
cables may be used to avoid interfering signals 
coming into a system (susceptibility), but also 
to reduce radiation from loops (emission). 

Rules : 1. Use specially designed filters for 
~ 

special applications. 

2. Use standard ferrite for simple and 
small dimension applications. 

3. Filters, filtered connectors, ... 
should be mounted properly. 

2.8. Crosstalk. 
For crosstalk discussion, it is assumed here 
that a low frequency model will be used. How- 
ever ,  basic characteristics of crosstalk are 
obtained, and some general conclusions are 
obtained. 

Fig. 2.7.3. Mounting of connectors. 
In figure 2 . 7 . 4 . ,  the construction of filtered 
pins in connectors is shown. 

Fig. 2.8.1. Crosstalk of two wires. 

The coupling of t w o  adjacent wires or PCB- 
tracks can be modelled by the following modes: 
a capacitive and an inductive coupling. They are 
analysed as follows : 

Fig. 2 .8 .2 .  Capacitive crosstalk. 

It is easily seen that the coupling is given by 

Vo sC,, .R!2 
V 
- =  

R 
g,l I + s (C,%+ C2*) 

This acts as a high-pass filter. Three important 
parameters are concerned with : 

frequency (or the derivative of the voltage 

coupling capacitor CI2 

waveform) 

' large value of the capacitor CiA, invoking 
the influence of a closely " p e d  ground- 
plane. 

It should also be noted that the capacitive 
coupling gives the same coupling voltage at both 
ends of the victim wire. 

Fig. 2 .7 .4 .  Filtered connector3 



Fig. 2 . 8 . 3 .  Inductive coupling, 

For the inductive coupling part of the cross- 
talk, the circuit of fig. 2 . 8 . 3 .  may be used 
for analysing it. It follows 

s M I ?  11 
ol, < < R  vo - 2 - _  

V 
gx MI a R 11 

O b  > > R  b 

This acts as a high pass filter. Three impor- 
tant parameters are concerned with : 

frequency (or the derivative of the 
current waveform) 

coupling mutual inductance Mi,, influ- 
enced by a closely coupled ground plane 

level of current, invoking the impedance 
levels at source and load sides. 

It should be noted that the inductive coupling 
gives an opposite phase coupled voltage at 
both ends of the victim wire. 
Combining both effects, it follows that the 
near end crosstalk (NEXT) and the far end 
crosstalk (FEXT) are not identical. An exam- 
ple is shown in fig. 2 .8 .4 .  

Fig. 2 .8 .4 .  Example of crosstalk, 

Rules : I .  Use a closely coupled ground __ 
reference (plane). 
Multilayer PCB's are giving a big 
advantage f o r  minimising crosstalk. 

critical signal wires. 
A good example is the isolation 
given by altering signals and 
ground in flat cables and connectors. 

3 .  Don't use high frequency speed tech- 
nology if it is not really required 
by the system. 

2 .  Use a good separation between 

2 .9 .  Reflections. 

The interconnection of digital circuits and 
databus systems takes an important place in 
svstem-design of modern electronic eouioment. 

~ . .  
Two typical examples are shown in the next 
figure 2 .9 .1 .  

2.n ( d )  Baric Balanced-LIne TIanrnlrrion SYSfan L O  - 

Sfrabar 
(b )Data  Bul Or PaPfY-Llne %%fan 

_-_--- 

Fig. 2 .9 .  I .  Examples of "long-lines". 

It follows that some transmission line effects 
must be considered. This means that All < 20  
o r  t . 
waver$z@terns, reflected power and impedance 
mismatches. In the time domain, reflection 
may introduce "ghost" bits, generating false 
triggering of a circuit. 
Graphical methods are used, such as Smith 
chart, timeldistance chart and Bergeron charts 
(allowing non-linear loads). 
Depending on the ratio of load and characte- 
ristic impedances, an extra propagation delay 
or ringing on a line is generated. An example 
is shown in the picture of fig. 2.9.2. 

l i  < 10 will give raise to standing 

Fig. 2.9.2. Example of ringing due to 
line-reflections. 

Three parameters are involved with this effect: 
' 
' Source output impedance. 
' Load input impedance. 

Characteristic impedance of the line. 

Altering these impedances may change the 
observed effects. Matching the source impedance 
is normally done by putting a resistor in serial 
with the source output. Matching the load is 
obtained by putting shunt resistors between the 
signal line and the groundlpower supply wires. 
Also clamping diodes are used, avoiding the 
generation of reflections. It follows also 
that any changement of the characteristic im- 
pedance will introduce same "reflection-like" 
noise. 
Examples are corners in PCB tracks, transi- 
tions in connectors, cablelconnector1PCB tran- 
sitions, pins of IC packages, via's in multi- 
layer PCB's, ... 



a 9-9 

Rules : 1. Buslike structures must be matched - 
at their ends. 

2 .  Be aware of any sharp transition in 
a transmission line-like signal path. 

3 .  Make a carefull choice of connectors 
for high speedlhigh frequency cir- 
cuiting. 

a known characteristic impedance. 
For PCB-design, this means that 
microstrip design techniques must 
be used. 

5. When matching loadstsources ..., be 
aware of the EXTRA power consumption 
caused by these extra components. 

4 .  Use cables, back-planes,... with 

2.10. Shielding. 
Shielding of a system is putting a barrier on 
the radiating path of a system : it may be done 
to avoid the emission of radiated electro- 
magnetic waves, or to avoid the penetration of 
incoming waves. 
A typical box or housing is sketched in 
fig. 2.10.1. 

* 

& - - - earth I ground 

Fig. 2.10.1. Example of housing. 
Referring to shielding theory (see another 
paper of this lecture series), it follows 
that the shielding effectiveness value of 
flat materials is depending on : 

material constants ( a, II ) 
frequency 
distance of the source to the shielding 
wall 

' kind of the source wave ( E or H ) .  

However, a lot of other (degrading) effects 
are coming in with the application of real 
boxes : 

joining structures between two parts of 
a box. 
joining structures between box and other 
parts (connectors) 

' 

' holes 
displays, switches, ... 

As a basic point should be stated that good 
shielding is only maintained when a good 
conductive contact is realised througout the 
whole system. For holes and slots, grids, 
meshes, honeycomb conductive structures are 
used, to create "shielded holes". 
Fig. 2.10.3. gives a typical SE characte- 
ristic for a grid-structure. 

I... 

Fig. 2.10.3. SE of a grid. 
(Ref. D. WhitdICT) 

For joining parts of a system, or clean metal 
contacts are used, or gaskets giving a con- 
tinuous contact over all the parts. Important 
on the long run is the effect of galvanic cor- 
rosion, degrading the contact impedance over 
the system, and as a consequence, a degrada- 
tion of the SE of the whole housing or box . 
Global SE is determined by the weakest shielding 
point. 

Rules : I .  Make the exact choice of the __ 
shielding box (and material) refer- 
ring to the basic characteristics 
(ex. kind of field, distance to 
source, . . .). 

2 .  Take care of the joining structures, 
also on the long run for galvanic 
corrosion. 

3 .  Take care of holes, openings, ... 

Fig. 2.10.2. SE for flat materials. 
(Ref. D. WhitelICT) 
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POWER SUPPLY TRANSITION CURRENT 
74LS GATE 

Fig. 2.10.4.  Examples of shielding boxes 
and gaskets, ... 

2.11 .  Decoupling Capacitors. 
When logic circuitry is triggered, change- 
ment of the state of the transistors is 
going on inside a circuit. It means that a 
lot of transient currents are created, and 
these transient currents are flowing through 
the power supply lines. Two effects are im- 
portant : 

the voltage drop over these lines, 
creating a common impedance effect for 
other circuits, and a drop of supply 
voltage for the o m  circuit. 

current spikes flowing in the loop created 
by the power line and the ground. 

' a high frequency radiation because of the 

~n example of current during state transi- 
tions is given in fig. 2.11.1. 

=40m I I I I I I I I  
+VCC - I 

ov Q 
I I V I  I I I I I I I I 

SCALE: HORIZONTAL-5nsldiv: VERTICAL-7mAldiv 

d8pV 
100 

en 
SPECTRUM MEASURED WITH 
TEUlRONIX PROBE 
(TRANSFER IMPEDANCE 5n) 

40 

250MH1 500MH1 0 

, 
d 0 m A  

I I I l I l l 1 I  

1 1 1 1 I I I I 1  
SCALE: HORIZONTAL-5n~iv.: 
VERnCAL=lOmA out&cunent.pmbe 

Fig. 2.11.1. Current during State 
transitions. 

By putting a decoupling capacitor nearly a cir- 
cuit, the high current spikes are retained to 
the loop formed by this capacitor and the cir- 
cuit itself. It follows that the longer wires 
coming from the power supply are carrying only 
a nearly DC current (with much less radiation). 

t 5 Y  
_c I 

capacitor 

i 

Ground 
D& t 

Llcn;.lOnH 
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m 
rrn. 
Lsm 

EClrlOK 

Fig. 2 . 1 1 . 2 .  Decoupling capacitors. 

Three points must be mentionned : 
- ' Regarding radiation problems, the emplace- 

ment of the decoupling capacitors must be 
very c1os.e to the circuits itself (and one 
for each ic). 

Remember that each strip or lead of I mm 
equals an inductance of I nH. This means 
that, in combination with the capacitor, 
a serial LC-oscillating circuit is ob- 
tained. Over the resonance frequency, 
the circuit behaves inductivally, so no 
decoupling effect is obtained. 

4 

1 6  d a n *  80 mv 1 0  n. IOW p f  

30 d 10 d 6 0  nV 3 n* 2500 p f  

8 d  lld 6 0  nv 8 ma 2500 pf 

1 d 6 m h  20 mv 2 ms 700 pF 

The same acts for the decoupling capaci- 
tor itself. 

In  the next table, some typical capacitor 
values are given. 

~ Rules : 1. Choose the right value and type 
of capacitor. 

2.  Capacitors must be placed as close 

3 .  General card decoupling capacitors 

as possible to the circuits. 

must be doubled by small capacitors 
at the circuit level. 

4 .  Use distributed types if possible 
(busbars). 

5 .  Take care during lay-out phase of 
putting power supply lines and 
ground closely together, and to 
connect the capacitors to the right 
lineslwires. 

1 2 . 1 2 .  Surge protection. 

Surges are heavy overvoltages on power lines, 
data cables, connectors, ... 
They are directly related to conductive pro- 
blems. They are oviginated from the switching 
of heavy loads, coupling into lines and cables 
from Em, lightning, ESD, ... . Depending on 
their origin, these overvoltages (over elec- 
trical overstress) have an amplitude of 100's 

Surge protection is done as close as possible 
to their source-incoupling path, or as close 
as possible to the incoming path at a system. 
Protection is done by short-circuiting the 
overvoltage waveforms on itself (between both 
wires) or between wires and ground. 

upto 1000's of volts. 

An example of installing such devices is given 
in fig. 2 . 1 2 . 1 .  

LONGITUDINAL PROTECTlON 

, 
~ NFD 19601-06 I NFN 19501 

TR&tNS"ERSA.L PROTECTION 

, 
~ NFD 19501-06 ' NFN 19501 

Fig. 2 . 1 2 . 1 .  Principle protection for 
electrical overstress. 

A wide variety of protecting devices are avai- 
lable, depending on the range of overvoltage 
(and energy) concerned with : 

gas tubes and neon ampules 
' gas diodes 
' transzorb 
' nan-linear resistors (Varistors) 
Zener-diodes 
metal oxide varistors (MOV's) 

' silicon avalanche diodes 
' capacitors and RC-snubbers. 

Furtheron, after removing the heavy over- 
voltage with one or more of these devices, 
filtering, deglitching, ... may be done in the 
same way as allready described for normal fil- 
tering techniques. 

EMP SHIELD -+ I I 

POWER 
SUPPLY MICROCIRCUIT 

Fig. 2 . 1 2 . 2 .  Typical protection devices. 

In the next figure, an example is given of a good 
installation of the protection devices, on a good 
grounded plate and as close as possible to the 
incoming wires, avoiding that the overstress spikes 
may enter the shielded box. 
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The effect may be described by : 

Fig. 2 . 1 2 . 3 .  Installation of protection 
device 
(Ref. D. WhitdICT). 

~ Rules : I. Choose onelmore appropiated devices, 
depending on the overvoltage level 
and spike duration. 

2. Mounting of the devices as close 
as possible to the incoming wires. 

3 .  Avoid that disturbed wires are 
really entering the system. 

2 . 1 3 .  Non-linear effects and HF-behaviour. 

The first effect to be mentionned is con- 
cerning the HF-behaviour of components. 
It should be clearly understood that : 

each lead has an inductance of I nH/mm 

everywhere there are two conductors, 
parasitic capacitances exist. 

So,  all components have a rather complex 
behaviour at higher frequencies. 

Non-linear effects are the effects of demo- 
dulation of LF signals modulated on HF- 
carriers. This occurs because of the non- 
linear behaviour of pn-junctions in diodes, 
transistors, ... 
There is only one method to avoid this effect: 
short-intuiting for the unwanted HF signals 
the incoming path to the components. 
Examples of these techniques are shown in 
fig. 2.13.1. 

vi RB+cBE 1.1 pchot. 10 v d k * + C n E  

Fig.2.13.I Avoiding HF signals to enter components. 

v. = v COSWt 
I" 

Even without the demodulation effect of broad- 
cast in signals (or pulse modulated carrier of 
a radarsystem), another effect occurs : 

VOUt = A . V C O S W ~  

V' +B . - (I + cos 2wt) 

+ ... 2 

This shows that harmonic frequencies are gene- - 
rated, and also that a DC-shift (of the bias- 
current) is generated. 
The latter influences internally the good 
working of components and integrated circuits. 
This is shown in fig. 2 . 1 3 . 2 .  for a diode- 
circuit. 

, 

Fig. 2 . 1 3 . 2 .  DC-shift of diode-circuit due 
to HF demodulation. 

Rule : Avoid that HF-signals may enter the com- 
ponents by short-circuiting the incoming 
paths, as c lose  as possible to the com- 
ponent-leads. 

2.14. Spectrum management. 
Spectrum management is the technique to avoid- 
by a good choice of carrier frequencies for 
telecom systems, local oscillators, ... that 
interferences are created at the beginning of 
the concept of electronic systems. 
It is referred to another paper of this lecture 
series for more details concerning techniques. 

2.15. Mechanical design and lay-out. 

Good EMC design of a global system is directly 
depending on both good electronic circuit design, 
and on the final mechanical design, construction 
and systemlPCB-layout. Examples were allready 
mentionned in the previous sections handling 
about CMIDM coupling with electromagnetic fields, 
shielding, crosstalk ... . Layout and design 
rules were given concerning separation of wires, 
ground plane references, ... . 
In this section, some other examples will be 
shown about mechanical design and system layout. 

- 

, 
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But first of all, it should be stated very 
clearly that even the best electronic circuit 
design and system concept will act only on its 
optimal level if a good mechanical design 
andlor layout has been done. 
TWO important points must be mentionned : 

It is a basic requirement that the system 
design engineer is supervising both elec- 
tronic mechanical design. 

' Concerning PCB-layout, use automatic CAD- 
routers only for simple andlor non-critical 
parts of the circuits, but start with the 
critical paths by a computer-assisted, 
but manual routing. 
The same rule acts if automatic CAD-routers 
are putting long connection tracks for 

The reason.is that automatic CAD-routers 
are working very carefully, consequently 
following the rules of the algorithm, but 

- rather simple connection paths. 

1 they are NOT really thinking ! 

AS a first example, multilayer PCB concepts 
are shown. Typical is the close coupling of 
power supplylground plane reference. 

,_ 
L ___-----___- *' 

Fig. 2.15.1. Some multilayer PCB's. 

A second example concerns the placement of 
components on a PCB. High frequency and high 
speed logic circuitry should be placed as  
close as possible to the connector edge. This 
arrangement minimises the radiation of the 

high frequencies are as small as possible. 
4 PCB, because the loops concerned with these 

Low Frequency 
and Low-Speed Logic 

Medium Frequency 
and Medium-Speed Logic 

and High-speed 
Logic 

Fig. 2.15.2. Component placement on PCB. 

A third example shows a bad and a better layout 
of the power-supplylground return distribution 
on a PCB. 

A Bad Layout Giving High Inductance 
and Few Adjacent Sional Return Paths. Which Leads 
To Crosstalk. 

I - Better Layout 
Reduce Power Distribution and Logic-Return 
Impedances, Trace Crosstalk and Xoard Radiation. 

Fig. 2.15.3. Power distribution on PCB 
(ref. D. White/ICT). 

The fourth examples shows a bad and a better 
mounting and coupling of interconnection cables, 
showing also the famous "pig tail", creating 
a loop inside of shielded systems. 



9-14 0 

ialion fmm 
Long Cable Shield 
Termlnallon 

f 

improper Connecrion 

Connccllon 
immediately 
Oulside 
Enclosure 

Metal or Metalized Box 

Fig. 2 . 1 5 . 4 .  Mounting of cables. 

And as the fifth series, some examples are 
given of eeneral system design. 

(ref. D. WhiteIICT). 

S u r f a c e  Bonded To 
1/0 Bulkhead 

Fig. 2.15.5. General system design examples. 
(ref. D. WhiteIICT). 

~ Rules : I .  Make a very carefull mechanical design, 
taking into account wire separation, 
ground reference, pig-tails, ... 

2. A global supervision is needed for both 
electronical and mechanical design by 
the system design engineer. 

3 .  e aware of AUTOMATIC CAD-routers for PCB- 
Bayout. 
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3. HOW TO Tackle EMI-problems ? 

In this section, some rules for good shielding 
practice will be discussed. 

3.1. How to tackle the problem ? 

1. Define the type of EMI-signal 
2. Define the type of the problem (R or C) 
3. Choose the solution : EMI, EMS or shielding1 

4 .  Have an idea of the signal levels 
5. Localise the real problem 
6 .  Is there also an ESD problem ? 
7. Other features needed ? 
8. Choice of solutions and materials 
9. (Re)design 

filtering 

i IO. TEST AGAIN ! 

We will discuss these IO points now more in 
detail. 

- what is the frequency-rangelfrequency-band 
- is it a small-bandlbroadband signal 
- what is disturbed : a system, a circuit, ... 
- in what application field (industrial, 

consumer, ... ) 

- conduction or radiation 
- intersystem or intrasystem 
- is the source natural or man-made 
- is it in the near-fieldlfar field region 
- E-field or H-field problem 

of the source 

3.1.3. Solution ? 

- Redesign : in many cases,  a good redesign 
(e.g. PCB's) might resolve the problem, 
in order to minimise the emission level 
itself, or the susceptibility level. 

- EM1 : shielding to avoid that an EMI-signal 
may leave a system. (see EMI-regulations). 
This solution is not suitable for natural 
and intentionally man-made EMI-sources. 

disturbing signals. 
- EMS : shielding the "receiver" against 

2:L~r-SiEELlS!&~ : 

- what is the signal-level (or field- 
strenght) of the EMI-signals 

- what is the sensitivity-level (suscepti- 
bility) of the receiving system or circuit 

- set requirements to achieve. 
3.1.5. Localise the real problem : 

i 

. . . . . . . . . . . . . . . . . . . . . . . . .  
- component in a circuit. circuit in a system: 

J design of the system. 
- shielding problem of a whole enclosure 
- problem about holes, apertures for displays, 

connectors, buttons, doors, cooling- 
in lets, ... ) 

- power lineldata cablefiltering. 
3.1.6. ESD ? (Electro-static discharge) : ------------________________________ __ 
Try to find-out if there should be any ESD- 
problems. ESD-sparks may cause an EMI-problem, 
And, EMIIEMS solutions use normally the same 
kind of materials. 

3.1.7. Other features ? 

- air-cooling filters 
- optically transparent 
- anti-dust sealing 
- air-pressure sealing 
- oil-leakage 
- moisture exclusion 
- shock-proof 
- temperature range 
- fixation (see also galvanic corrosion) 

. . . . . . . . . . . . . . . . . . . . . . .  

3.1.8. Choice of sdlution : . . . . . . . . . . . . . . . . . . . . . . . . . . .  
- redesign of the electronic system 
- choice of components 
- power line filters 
- shieldedlfiltered connectors 
- boxlenclosure for a whole system 
- shielding the source-circuit or the sensitive 
circuit only 

- hole Slot shielding by : cut-off wave guide 
gaskets 
seals  

- interconnections of systems by coding of 
signals (double) shielded cables twisted1 
balanced wires. 

3.1.9. Redesign of the s p t e m  -__-_-_______ __________  
Is an EMI-redesign possible, without redesigning 
the e system (mechanically compatible) ? 

3.1.10. Test again, and ? ? ?  ______________  ____________  

THINK ALWAYS 

E M C  
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Two aspects of the current electromagnetic (EM) 
environment having great significance for NATO systems 
are: 
(a) electromagnetic interference (EMI) arising from both 
natural and man-made sources; 
(b) elcctromagnetic compatibility (EMC), i.e. the ability of 
an EM system to function as specified without being 
susceptible to EMI, and without itself generating excessive 
EM1 which would cause other systems to malfunction. 
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