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The Mission of AGARD

According to its Charter, the mission of AGARD is to bring together the [cading personalitics of the NATO nations in the ficlds
of science and technology relating to aerospace for the following purposes:

— Recommending effective ways for the member nations to use their rescarch and development capabilities for the
common benefit of the NATO community,

— Providing scientific and technical advice and assistance to the Military Committee in the field of acrospace rescarch and
deveiopment (with particular regard to its military application);

— Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence posture;
— Improving the co-operation among member nations in aerospace research and development;

— Exchange of scientific and technical information;

— Providing assistance to member nations for the purpose of increasing their scientific and technical potential;

— Rendering scientific and technical assistance, as requested, to other NATO bodics and to member nations in connection
with research and development problems in the aerospace field.

The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior representatives
from each member nation. The mission of AGARD is carried out through the Panels which are composed of experts appointed
by the National Delegates, the Consultant and Exchange Programme and the Aerospace Applications Studies Programme, The
results of AGARD work are reported to the member nations and the NATO Authorities through the AGARD series of
publications of which this is one.

Participation in AGARD activities is by invitation only and is normally limited to citizens of the NATO nations.

The content of this publication has been reproduced
directly from material supplied by AGARD or the authors,
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Abstract

Two aspects of the current electromagnetic (EM) environment having great significance for NATO systems are:
(a) electromagnetic interference (EMI) arising from both natural and man-made sources;

(b) electromagnetic compatibility (EMC), i.e. the ability of an EM system to function as specified without being susceptible to
EMI, and without itself generating excessive EMI which would cause other systems to malfunction.

The Lecture Series will first set EMC in a NATO operational context. Major EMI generation mechanisms will then be reviewed
and their characteristics outlined. The manner in which EMI energy couples into EM systems will be discussed, together with
the analysis and modelling tools available to assist in computing such interactions.

Modern EMC testing methods and environments will then be examined and their limitations indicated. The relationship
between NATO and civilian EMC requirements will be examined in the light of the European Community EMC Directive.
Consideration will also be given to the problems of spectrum management and conservation as they affect systems intentionally
radiating EM energy, ¢.g. radio, radar, etc.

Finally, design principles and techniques for EM systems with effective EMC characteristics will be presented. A Round Table
Discussion will enable attendees to interact in some detail with the lecturing team,

This Lecture Series, sponsored by the Electromagnetic Wave Propagation Panel of AGARD, has been implemented by the
Consultant and Exchange Programme.

Abrégeé

Les deux aspects du milieu électromagnétique (EM) actuel qui revétent une importance particuliere pour les systémes mis en
ocuvre par les pays membres de 'OTAN sont:

{a) Les interférences électromagnétiques (EMI) créées aussi bien par des éléments naturels qu'artificiels.

(b) La compatibilité électromagnétique (EMC), qui est I'aptitude d’'un systéme EM 4 tenir les spécifications sans étre
sensible 'EMI et sans générer lui-méme des perturbations EMI excessives qui perturberaient fortement d’autres
systémes.

Le cyele de conférences situera d’abord 'EMC dans son contexte opérationnel au sein de TOTAN. Les principaux mécanismes
générateurs ¢'’EMI seront ensuite étudiés et leurs caractéristiques indiquées. La maniére dont U'énergie EMI est couplée aux
systemes EM sera discutée, ainsi que les moyens d’analyse et de modélisation proposés pour le calcul de telies interactions.

Les méthodes et les environnements d’essai EMC modernes seront passés en revue, avec indication de leurs limitations. Le
rapport qui existe entre les besoins de 'OTAN et ceux de I'industrie civile en matiere 'EMC sera examiné a la lumicre de la
directive de la communauté européenne sur FEMC. Ii sera tenu compte également des problemes de la gestion et de la
conservation du spectre dans la mesure ot ils ont une incidence sur les systémes qui ont pour fonction I'émission de
reyonnements EM, & savoir les systemes radar, radio etc...

Enfin, les principes et les technigues qui permettent la réalisation de systemes EM dotés de caractéristiques EMC effectives
seront présentées. Une table ronde organisée en fin de séance permettra aux participants de discuter des points particuliers
avec les conférenciers.

Ce cycle de conférences est présenté dans le cadre du programme des Consultants et des Echanges, sous I'égide du Panel
AGARD sur la Propagation des Ondes Electromagnétiques.
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INTRODUCTION & OVERVIEW:
ELECTROMAGNETIC INTERFERENCE & ELECTROMAGNETIC COMPATIBILITY

M Darnell

Hull - Warwick Communications Research Group
Department of Electronic Engineering
University of Hull
Hull HU6 7TRX

Electromagnetic interference {EMI) and electromagnetic
compatibility (EMC) are topics which have been of concert to
the military community for many years, and especially during
the past half century when electrical and electronic equipments
have proliferated. The ability of NATO forces to operate as
planned over the complete range of operational scenarios is
critically dependent on the correct functioning of a wide variety
of electromagnetic (EM) systems, both individually and col-
lectively; therefore, any foreseeable interactions and perform-
ance degradation of such EM systems must be minimised -
preferably by effective design.

Excessive generation of, or susceptibility to, EMnoise and
interference, resulting in inadequate EMC, is one potential
source of interaction and performance degradation which may
resultinreduced operational effectiveness. For this reason, the
imporiance of achieving EMC has been stressed within NATG
for at least the last two decades; bodies such as the EMC Sec-
tion within NATO and the NATO EMC Advisory Group have
been responsible for a continuing appraisal and analysis of
actual and predicted EMC problems, leading to recommenda-
tions for action and specific projects, Within AGARD, the
Electromagnetic wave Propagation Panel (EPP) and Avionics
Panel {AVP) have also continued to promote scientific analy-
sis and discussion of EMI and EMC problems, eg (AGARD,
1674) and (AGARD, 1987).

In general, it can be stated that the military EM environ-
ment is reasonably well defined in terms, say, of maximum
threat levels; hence, it has also been possible to quantify EMC
requirements with adegree of precision. Inthe civilian domain,
however, an informed appreciation of the significance of EMI
and EMC has been slower in developing, probably because,
until relatively recently, that environment had a much lower
average density and variety of EM systems than the typical
military situation. Over the past decade, the civilian environ-
ment has become Increasingly “rich” in sources of EMI and
hence achieving EMC has now become a significant concem.
Increased awareness of the likely implications of the installa-
tion of a vast range of EM equipments and systems, unspecified
from an EMC viewpoint, has led to an increasingly comprehen-
sive range of specifications and standards, culminating in the
formulation and ratification of the EMC Directive by the
European Community (EC Council Directive, 1989), by which
virtually all EM equipments and systems manufactured and
sold in the EC will be subject to legal EMC requirements with
effect from 1992,

An increasing number of EM systems continue to be
deployed for military purposes; these now have to take account
not only of other military systems, but also of the parallel
increase in civilian systems. In addition, it is becoming more
common for sub-systems, developed primarily for civilian
purposes, to be incorporated into military installations - atrend

UK

which is likely to escalate as the specifications of civilian
systems improve. Alse, a prolonged period of reduced interma-
tional tension in the NATO theatre of operations is likely 10
lead to proportionately lower military budgets and expenditure
on military EM systems. Thus, there will be an increased
economic impetus in favour of civilian programmes. Again, it
becomes probable, therefore, that military system designers
will have to make greater use of, and adapt, primarily civilian
EM equipments and systems to meet their requirements. Thus,
military EMC planners and designers must be aware of related
civilian developments.

One specific area in which the requirements of military
and civilian systems are, to some extent, in conflict is in radio
spectrum allocation. Increased numbers of civilian radio sys-
tems and services are creating a situation in which civilian
bands are becoming progessively more congested and there is
pressure to release bands in the spectrum which are currently
largely assigned to military users. Also, the genera) level of
manmade radio noise in all bands, due to a proliferation of EM
systems, can be expected io become greater with time. A
combination of reduced spectrum availability and higher noise
levels inevitably puts an increased emphasis on the EMC
aspects of radio-based systems, in both military and civihian
contexts.

EMC is a term which can mean “all things to allmen”, and
so it is appropriate here to provide a formal definition which
will apply in this Lecture Series. There are two aspects to the
definition (Darnell, 1988), ie EMC describes

(a) the extent to which a given EM system can function
acc¢ording to its design specification without generating EMI at
a level which would cause other specified EM systems to
malfunction - the “emission” aspect;

(b) the extent to which a given EM system ¢an function
according to its design specification in a defined EMI environ-
ment without itself malfunctioning - the “immunity™ aspect.

It is seen, therefore, that EMC is “bi-directional™ in that it
is concerned both with EM energy emitted by a system and
energy absorbed by a system. Essentially, therefore, EMC
specifications and standards are concerned with the control of
the “interface™ between an equipment/system and its EM
environment; Fig. 1 shows this interface diagramatically. On
either side of the interface illustrated in Fig. 1, are listed a
number of factors and trends which are tending to make the
attainment of EMC a more difficult task as time progresses.

As an introduction to the detailed specialist lectures that
follow, a brief overview of the objectives and content of
Lecuure Series No. 177 will now be given.
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The first two lectures arc of a fundamental nature and will
provide essential introductory background material. Initially,
the lecture on “Natural and man-made noise and interference:
mechanisms and characteristics” will survey naturally-occur-
ring and man-made noise and interference sources which have
the potential to degrade the performance of NATO EM equip-
ments and systems of various types. The source mechanisms
will be described, together with their spectral “signatures” in
the various bands of the radic spectrum. Analysis models for
the effects of internal and external sources of EMI on EM
system performance will also be presenied. This will then be
followed by a lecture on “Propagation and coupling mecha-
nisms” which will provide a description of the physical basis of
EM theory required to appreciate the coupling phenomena
which can give rise to a lack of EMC.

In order to be able to treat EMI and EMC problems in a
quantitative manner, it is necessary to be able to apply system-
atic analysis and modelling procedures. The lecture cntitled
“Numerical analysis and modelling techniques” will describe
arange of such techniques which can potentially be applied to
the EMC analysis of various types of coupling configurations.
A companion lecture entitled “Cables and crosstalk™ will
discuss the analysis models applicable to the prediction of
coupling effects between circuits in close proximity, and
different conductors in cables, via inadvertent energy transfer
mechanisms.

The first day of the Lecture Series will conclude with a
lecture on “Shielding, grounding and bonding”. Here, the
principles, practice and implications of these three basic topics,
of vital importance in achieving EMC, will be outlined.

Day 2 of the Lecture Series will commence with a lecture
entitled "A review of the NATO EMC analysis programme and
related civilian developments”. This will describe in some
detail specific activilies associated with the NATO EMC
analysis programme, partictlarly in relation lo frequency
assignment and planning; in this contex!, the interaction of
military and civilian interests will be discussed.

The following lecture on “Spectrum management and
conservation” will review the propagation mechanisms avail-
able to radio systems in the various bands of the radio fre-
quency (RF) spectrum. The way in which frequency planning
procedures are influenced by these mechanisms and equipment
characteristics and imperfections will be considered, together
with spectrum control procedures.

Attention will then be tumed to common methods of
assessing EMC characteristics of EM systems in a lecture on
“*Measurement environments and testing”. The various test en-
vironments available will be described; their rationale, limita-
tions and precision will also be examined.

The final lecture on “Design principles for effective
EMC" will take a systems level approachtoachieving adequate
levels of EMC; the basic characteristics of systems affecting
their EMC performance will be reviewed, and a number of
design rules postulated. A general approach to tackling EMC
problems will be suggested.

It is obvious that in two days only broad principles and
essential concepts can be presented by the lecturers. A conclud-
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ing Round Table session will provide an opportunity for
participants 10 discuss with the lecturing team any, possibly
more detailed, points arising from the individual lectures, and
to examine general principles in greater depth.

REFERENCES

1. AGARD (1974): "Elccuromagnetic noise, inierference
and compatibility”, Joint AVP/EPP Symposium, AGARD-CP-
159, Paris.

2. AGARD (1987): “Effects of electromagnetic noise and
interference on performance of military radio communication
systems”, EPP Specialists’ Meeting, AGARD-CP-420, Lisbon.

3. Council Directive (3rd May 198%): “On the approxima-
tion of the laws of the Member States relating to electromag-
netic compatibility”, published in the Official Joumnal of the
European Communities, No. L. 139/19 - 26, dated 23rd May
1989,

4. Damell, M. (1988): “Electromagnetic compatibility”,
Manual for Short Course for Engineers and Managers, York
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EQUIPMENT/SYSTEM \ EM ENYIRONMENT
MORE EM SYSTEMS CAPABLE OF GREATER NUMBERS AND
BEING AFFECTED BY EMI DIVERSITY OF EMI SOURCES
LOWER-POWER LOGIC FASTER CLOCK RATES
FAMILIES, MORE SUSCEPTIBLE SPREADING EMI ENERGY TO
TO EMI HIGHER FREQUENCIES
NON-METALLIC PACKAGING MORE MOBILE SOURCES OF
GIVING POORER ISOLATION EMI
INCREASED NUMBERS OF MORE ENVIRONMENTAL
LARGE, DISTRIBUTED EM COMPLEXITY, EG ELECTRICAL
INSTALLATIONS NON-LINEARITIES
NON-EMC-ORIENTED DESIGN INCREASE IN EM EMISSIONS
PROCEDURES USED FOR THE WITH TIME DUE TO AGING OF
MOST PART EQUIPMENT
INTERFACE
(CONTROLLED BY EMI/EMC

SPECIFICATIONS & STANDARDS)

Fig. 1: EMC as an interface control problem

I-3
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NATURAL AND MAN-MADE NOISE AND INTERFERENCE:
MECHANISMS AND CHARACTERISTICS
{Outline Only)

by

G.H.Hagn
Information and Telecommunications Sciences Center
SRI International
1611 N. Kent Street
Arlington, VA 22209
. United States

1. Overview Lecture
2. Definitions of Noise and Interference

3. Sources of Radio Noise
3.1 Categories of Sources

3.2 Examples of Source Characteristics
4. System Noise Figure and Noise Factor
5. Worldwide Minimum Noise Levels

6. Empirical Noise Models
6.1 Natural Noise from Lightning
6.2 Man-Made Noise
6.3 Analytical Noise Models

7. Effects of Noise on Systems Performance

8. Channel Occupancy and Congestion
8.1 Definitions of Occupancy and Congestion
8.2 Examples of Occupancy and Congestion

8.3 Modeling of Congestion

. 9. Noise Measurements and Standards
9.1 Field Strength Measurements
9.2 Noise Detectors
9.3 Standards (IEEE, SAE, CISPR)

10. Future Noise Trends



™ "o ¢ ABBOTT

TECHNICAL LIBRARY

NATURAL AND MAN-MADE NOISE AND INTERFERENCE:
MECHANISMS AND CHARACTERISTICS

by

G.H.Hagn

ABSTRACT

The objective of the lecture is to define noise (a cause) and-interference (an effect) and describe some of the sources of both
natural and man-made radio noise and interference which have the potential to degrade the performance of radio and other
electromagnetic systems of intercst to NATO. The following types of sources will be included: natural neise (e.g., from lightning,
the sun and the cosmos), and man-made noise (e.g., from external sources such as powerlines and ignition systems and from
sources internal to a receiving system associated with electronic devices and components). The source mechanisms will be
discussed as well as the characteristics of the sources and their “signatures” in the bands from ELF through SHF. CCIR
estimates of worldwide minimum effective antenna noise figures versus frequency and empirical noise models (for noise of
natural and man-made origin) will be presented and discussed. Modeling the composite noise environment generated by
multiple types of sources will be discussed. The analytical noise models of Hall and Middleton will be described. The proper
combining (in a model of overall system noise figure) of the predictions of models for individual external and internal noise
sources will be discussed. The effect of noise on analog voice and on digital communications systems will be discussed. HF
channel occupancy and band congestion will be defined, and the measurement and modeling of congestion will be discussed.
Noise measurements and standards will be reviewed, and future noise trends will be discussed.
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Propagation and Coupling Mechanisms.

Dr A.C. Marvin
Senior Lecturer, Department of Electronics.
University of York, York YO1 5DD,
United Kingdom.

Summary.

This lecture aims to cover the background
glectromagnetic theory needed to understand the
phenomena that lead to EMC problems, the
techniques used to alleviate the problems and
the measurement techniques used to assess the
problems.

The lecture starts with a discussion of the
concepts associated with vector and scalar fields,
and then review Maxwell's Equations and their
solution in the form of clectromagnetic waves.
The structure and properties of electromagnetic
waves are reviewed.

Concepts associated with inductive and
radiative coupling between circuits will be
discussed, and the boundary between the two
coupling types is explored in terms of the
separation of the coupled circuits as a fraction of
the wavelength.

In view of the limited time available to
cover this revision material, the approach during
the lecture will be intuitive. The lecture notes
contain a more rigourous mathematical
treatment.

Introduction.

In order to understand the causes and
solutions of Electromagnetic Compatibility
problems it is necessary for the engineer to have
a working knowledge of electromagnetics. This
subject is traditionally unpopular with
engineering students as many of the concepts
involved seem to be abstract, and the
rnathematical formulations required to make the
analysis tractable are often unfamiliar, not being
seen in other branches of electrical engineering.
Unfortunately, there are no short cuts to a proper
understanding of the subject, however, much can
be gained by an appreciation and application of
the important results of electromagnetic theory.
In this lecture I have attempted to distil the
important rtesults and concepts concerning
electromagnetic waves and to use them- to
describe the propagation and coupling of waves
in and around a system. The lecture attempts to
lay a foundation for others on more specific
topics of concern in the study of Electromagnetic
Compatibility. For a more detailed treatment the
reader should consult one of the many books on
the subject. Two I have found o be readable and

useful, and these I recommend to students and
those who need a refresher course. They are the
books by Christopoulos [1] and Liao [2].

1) Field Concepts and Basic
Electromagnetics.

In dealing with electromagnetic
interference and electromagnetic compatibility
we are concerned with the generation,
propagation and measurement of electric and
magnetic fields. It is useful, therefore, at the
outset to review the concepts associated with the
physical phenomena described as fields.

Definition; If a physical phenomencon exists and
can be measured over a volume of space, then
the phenomenon can be described as a field.
Graphical or other visual representations of the
magnitude of the field are described as field
plots.

One of the most common field plots in
everyday use is a weather map. The isobars on
the map are a contour plot of the atmospheric
pressure at sea-level over part of the earth's
surface - a two dimensional pressure field plot.
Atmospheric pressure has a magnitude but no
direction associated with it. The air can exert a
pressure in any direction. The pressure field is
thus a scalar field.

The isobars on the weather map are alse an
indication of the atmospheric wind direction at
heights around 500m above the ground. As such,
they are also a plot of the wind velocity field. As
this field has both magnitnde and direction, it is a
vector field.

In electromagnetics we are concerned with
both scalar and vector fields.

If a scalar field is differentiated with
respect to position, the result is a vector field, For
example, if the height information of land on a
map is regarded as a plot of a scalar field, then
the result of differentiation is the gradient of the
land which has a direction associated with it - e.g.
the land slopes to the north,
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Electric Fields.

The concept of an electric field arises out of
Coulomb’s Law describing the observed vector
force F* experienced by two point charges Q1 Q2
scparated by a distance r as shown in Fig 1.1,

F (Q:Qa/4ner? ). a2 Newtons

The term € is the permittivity of the medium
surrounding the charges and is one of the
electrical parameters of the medium. The term
ayz is a unit vector in the direction of a straight
line joining the charges.

{(¥Bold characters are used to denrote vector
quantities is used throughout this paper)

If one of the charges, say Q; is replaced by
a vanishingly small test charge 8q as shown in Fig
1.2, which does not perturb the charge Qi then an
electric force field E due to the charge Q; can be
defined as;

F' = &qE Newtons
and therefore
E = (Qif4ner? ).a; Newtons/Coulomb

The unit vector is in a radial direction from the
charge QI towards the test charge.

The electric force field can be measured at any
point around Q; by measuring the force exerted
on the test charge. It is a vector field, having
both magnitude and direction and has the units
Newtons/Coulomb. As the electric force field E is
proportional to the magnitude of its source Q,
the system is linear and the principle of
superposition applies. The total electric force field
at any point can be obtained by vector
summation of all the contributions from all the
charges in a system,

A further vector field quantity D the
electric flux density is defined as;

D

eE Coulombs/m?
or alternatively

D = Qi/4ar*.a, Coulombs/m?
The electric flux density is independent of the
medium surrounding the source charge.

Electric Potential.

In moving the test charge around in an
electric force field an amount of work is
performed. The amount of work required to
move a test charge from some reference point to
any point in the space surrounding the charge
system is independent of the route taken to that

¢ ABBOTT

L LIBRARY

point, and can be evaluated as the integral of the
force experienced along the route by the test
charge. Work is a scalar quantity, and hence a
scalar work field can be plotted in the space
around the charge system. This scalar field is
termed the electric potential field and is the
amount of work required to move one Coulomb of
charge from the reference point to a given
position in space. The natural units of electric
potential are Joules/Coulomb. By definition;

1Joule/Coulomb 1Volt

In elementary text books the reference
point used to define the potential of a point
charge is at infinity where the electric force field
is zero. This gives a potential value V at a
distance r from a point charge Q of;

v Qfdwer Volts

As the potential V is proportional to the
charge Q, the principal of superposition applies,
and the potential at a point due to a charge
distribution can be evaluated by scalar
summation of the potentials of the point charges
comprising the distribution.

As the scalar electric potential field was
evaluated by integration along a path through the
vector electric force field, differentiation of the
electric potential field V with respect to position
yields the electric force field.

E

-grad V

The units of the electric force field can thus be
re-defined in terms of those of potential.

INewton/Coulomb 1Volt/m

where the gradient operator is used to
differentiate the potential field with respect to
position.

Conduction and Displacement Current.

A material with mobile charge is called a
conductor. If an electric field is applied to such a
material the charge moves under the influence of
the field and a conduction current flows. In most
materials which are homogeneous and linear, the
relationship between the applied eleciric field E,
the conductivity o (Siemens/m) and the resultant
conduction current density JCis given by Ohm's
Law.

Jc oE Amps/m2

The time derivative of the electric flux density
dD/dt also has the units Amps/m2. This is called
the displacement current density JD.

In a general material with an applied
electric field E the total current density J is.




™

J = Jc+ Jo = oE + edE/dt

For sinusoidal time variation at angular
frequency « this becomes
J = (o + jos)E

Note that the displacement current is in time
phase quadrature with the conduction current,
The classification of materials into dielectrics or
conductors depends on the ratio of the conduction
current to the displacement current.

Magnetic Fields.

A parallel set of arguments can be used to
show the existence of magnetic fields associated
with the forces cobserved between conductors
carrying electric currents. The magnetic field H
has units Amps/m. The force field associated
with magnetic phenomena is the magnetic flux
density B;
B = pH Tesla
Fig 1.3 shows the two short current carrying
conductors or current elements each of length dL
The force F2experienced by conductor 2 is given
by the vector product;

Fz2 = Iz2dl x B1

where for direct currents B1, the magnetic flux
density set up by conductor 1, is given by the
Biot-Savart Law. The term p is the permeability
of the surrounding medium the material constant
associated with magnetic phenomena.

Bi1 = p.Jidl x r12/4nr2

The vector JXidl represents the magnitude and
direction of the short current element, the

convention being that the vector direction is that
of the current flow.

Faraday's Law of Electromagnetic
Induction.

If a loop of wire of area A has a uniform
magnetic flux density B passing through it, the
total magnetic flux cutting the loop is ® where;
@ = IBI.A.Cos8 Webers.

6 is the angle between a line along the flux vector
direction and the axis of the loop. If the magnetic
flux changes, a voltage V is induced around the
loop;

Vv = -d@/dt Volts.
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This is illustrated in Fig 1.4. Faraday's law is the
basis of the operation of transformers and many
other devices. It is also the cause of many
spuricus coupling problems in and around
electronic circuits.

Statement of the EMI/EMC Problem.

The concepts described above should be
familiar to any electrical/electronic engineering
student. For the purposes of this lecture series we
can state them as follows:

A system of moving charges gives
rise to a set of time varying electric and
magnetic fields. These fields will [nteract
with other distant mobile charge giving
rise to electric currents. If the interaction
is intentional we call it a radio system, if
not it's EMI

2) Maxwell's Eguations and
Electromagnetic Waves,

The concepts described in section 1 are
described fully by Maxwell's equations listed in
vector differential form below.

curlE = -dB/dt
curlH = Jo + dD/dt
divE = p/e

divH = 0

Here J. is the conduction current density
(Amps/m2), and pis the charge density
(Coulombs/m3). These two terms jointly
represent the moving charges referred to in
section 1 as the sources of the electric and
magnetic fields. The four differential equations
can be solved to yield coupled wave equations
for the electric and magnetic fields - ie. an
electromagnetic wave. Examination of Maxwell's
cquations shows that both field components must
be present in the time varying case. If electric
fields originate from electric charges, then a
change in an electric field requires charge to
move - an electric current, the source of a
magnetic field, must therefore occur.

The conventional form of the solution
assumes that the fields occupy a region of space
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well away from the field sources where both p
and J. are zero. The solution can then be
configured in the form of a spherical wave
propagating away from a source region of
negligible dimensions as shown in Fig 2.1. In
spherical ce-crdinates, with the socurce at the
origin and sinusoidal excitation, the field
equations  are;

Eg = Eo exp(jwt).exp(-iprifr. ag V/m

Hy = Hoexp(jot).exp(-jBri/r. ay A/m
Here w is the angular frequency and B is the
phase constant defined as;

B = 2=/a

where A is the wavelength and r is the distance
from the source, The two exponential terms
describe the temporal and spatial oscillatory
behaviour associated with a sinusoidal wave. The
fields decay at a rate inversely proportional to
the distance from the source. The power flux
density of the wave is given by the Poynting
Vector P

P = 1/2(ExH*) Watts/m?

where the asterisk * denotes the complex
conjugate. The power flux density decays at a
rate inversely proportional to the square of the
distance from the source as the energy
propagated by the wave spreads out. As the
fields are orthogonal to the radial direction and to
each other, the vector product of the fields gives
a power flow in the radial direction.

The ratio of the electric field to the
magnetic field is determined by the electrical
parameters of the medium in which the wave is
propagating. For a diclectric medium these are
the permittivity € and the permeability p, and

EM = Z = (ue)? g

Z is the intrinsic impedance of the medium. For
free space (vacuum, gg, o) the intrinsic
impedance is 377Q. The wave impedance can be
used to give other expressions for the power flux
density;

P = E}Zar = H2Z ar W/m?

The velocity v of the wave is also determined by
the parameters of the medium, and solution of
Maxwell's equations shows it to be given by;

v o= 1 92 mysec.
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For free space the velocity is 3 x 108 m/sec. For
most dielectric media, the permeability is that of
free space and the intrinsic impedance and
velocity are reduced by a factor equal to the
square root of the relative permittivity (dielectric
constant) of the mediom (g = £,¢;).

If the wave propagates into a conducting
medium, conduction currents are present as well
as displacement currents. The behaviour of the
wave in the medium depends on the ratio of
conduction current to displacement current. In
media that are poor conductors, for example most
practical dielectrics, the conduction current is
small (¢ << we), and the properties of the wave are
those of a perfect dielectric of the same
permittivity with the addition of a small
attenuation term. The wave equations become;

Eg = Eo exp(jot).exp(-jPr).exp{-ar)/r. ag V/m

Hy = Hoexp(jot).exp(-jfr).exp(-ar)r. ag A/m
where o is the attenuation due to power
dissipation given by;

o = (o/2}ue)l/?

In the case of a good conductor such as a metal (g

>> we) the solution of Maxwell's equations results
in a wave that is heavily attenuated with the
wave impedance and velocity both substantially
reduced. The phase constant and the attenuation
factor are numerically equal and given by;

o = f = (xfuc)l/z

where f is the frequency. The situation is
illustrated in Fig 2.2 where it can be seen that the
wave fields are attenuated to insignificant
values in less than a wavelength. As the wave is
propagating in a good conductor with
predominantly conduction current, the field
amplitude is proportional to the conduction
current in the conductor. As the current decays
rapidly with depth of penetration, a wave
entering a conductor from another medium is
confined to a surface layer of current. The depth
of penetration of the surface layer is determined
by the attenuation, and the skin depth & is
defined as that depth by which the wave has
decayed to lfe (0.37) of its surface value.

5 = 1B

The velocity is given by wd, and the wave
impedance is complex and equal to (1 + j)/c8.

For example if copper (o = 5.8 x 1078/m, p = 4z x
10-7 Hfm) is considered at a frequency of 1MHz,
the following results are obtained:;




skin depth = 66pm

wave velocity = 414m/sec

wave impedance = (1 + j) x 2.6 x 10+Q

Compare these with a velocity of 3 x108m/sec
and impedance of 3770 for free space.

3) The Radiation Mechanism.

The preceding section did not specify the
source of the electromagnetic wave other than to
state that a set of time varying charges are
required. The wave description is also for a
region well away from the wave source. In the
region close to the wave source, the wave
properties are modified by the proximity of the
source, and the nature of coupling between
circuits is determined by the distance between
the circuits, Clearly, if the coupling is to be
understood, the structure of the fields close to a
radiation source must be studied.

In section 1 it was stated that the sources
of electric and magnetic fields are electric charge
p and conduction current density Je (moving
charge). These two sources are related by the
continuity of current relationship.
divle = -dp/dt
As the divergence of the magnetic flux density is
zero, a standard vector identity { div.(curlA) = 0
} can be used to define the vector magnetic
potential A such that:

B = curlA

For direct currents the vector magnetic potential
of a current element Idl can be derived from the
Biot-Savart Law

A = pJdi/4xwr

where r is the distance from the current element
to the observer.

For oscillating fields at some distance from
the source retarded potentials must be used to
account for the finite propagation time of field
variations. These are of the form;

V = (Qfdrer).exp(jot - Br)

A = (u.Jdlf4nr).exp(jwt - pBr)

The vector magnetic potential can be substituted
into the Maxwell equation for the curl of E to
give;

curll E + dAfdt) = ¢

Again a standard vector identity
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curl{grad V) = 0

can be used to set the Lorentz gauge condition for
electromagnetic radiation;

E + dAfdt = -grad V

In the static case { d/dt = 0 ) we get the
relationship used to define electric potential in
section 1. In the time varying case where the
charge distribution is changing by means of
conduction currents the electric field is sourced
by both the scalar electric potential V (derived
from the charge distribution) and the vector
magnetic potential A (derived from the
conduction current distribution). Thus from any
current distribution, representing any electronic
equipment, the electric and magnetic fields can
be evaluated. It is often computationaly more
convenient to evaluate the vector magnetic
potential for a current distribution, thereby
enabling the magnetic field to be evaluated. The
electric field can then be found by application of
the appropriate Maxwell equation.

In order to illustrate the complexity of the
field structure close to a radiating source, the two
elemental source types will be considered. The
first is the elemental electric dipole or current
element as shown in Fig 3.1. This comprises an
isolated current filament of negligible assumed
diameter and length dl which is small compared
to the wavelength of the radiation and also to the
distance from the dipole to the observer at P.
The current is I and is assumed to be sinusoidally
varying with angular frequency w. Evaluation of
the vector magnetic potential at P and thus the
fields gives the following result. In spherical co-
ordinates, the magnetic field has only a ¢
component while the electric field has both radial
and @ directed components. Z is the intrinsic
impedance of the medium surrounding the
dipole,

H¢ = (A dl/4n) . (/2 - jB/r)
exp(jwt - jBr) . Sinb . a¢

Eg = (Idi/4n). (jou/f + Z/r2 + 1fjoer3)
exp(jot - jir) . Sin6 . ag
Er = (Idl/4r) . 2Z/r2 + 2fjeer3)

exp(jwt - jpr) . Cos@ . ar

The second elemental source type is the
elemental magnetic dipole or current loop as
shown in Fig 3.2. In this case the loop of area A
has dimensions small compared to the distance
to the observer and the wavelength. The current
loop has a magnetic field with radial and 8
components and an ¢ directed electric field.

E¢ = (TA/[4r) . GZBA2 - ZB2/r)
exp(jwt - jBr) . Sind . a¢
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Hg = -1 A /4xn). B2 - jB/r2 - 1/13)
exp(jot - jpr) . Sinb . ag

Hr = (I1A/4n). (B/r? -jir3)

exp(jwt - jpr} . Cost . ar

For either source, the field equations can be
divided into four sections. The first is a source
term indicating that the radiated fields are
proportional to the dipole size and current. This
term is often refered to as the dipole moment.
The second is a term describing the amplitude
decay of the fields as a function of distance r. It is
this term that is of most interest. The third is a
general wave description of the fields, and the
fourth is the directional properties of the fields.

Returning to the second term in the
equations, it can be seen that the fields decay as
inverse functions of the first three powers or the
distance. At large distances from the source, the
only significant term is the inverse distance term
resulting in a wave of the type described in
section 2, For either type of source, the inverse
distance term is only present in the 6 and ¢
directed components both of which are
orthogonal to the radial direction of propagation.
These field components transverse to the radial
direction of propagation are refered to as the
radiation fields of the sources. The radial field
components have only second and third order
inverse distance terms and are thus insignificant
away from the source. Note also the Cos8
directional properties of the radial fields as
opposed to the Sin® directional properties of the
transverse fields, Very close to the sources the
inverse cube and inverse square terms are
dominant. These are known as the induction
fields. The boundary between the dominant
radiation fields at large distances from the
sources and the dominant induction fields close to
the sources is not distinct. A guide can be
obtained by equating the magnitudes of the
radiation field and induction field terms. If the
magnetic field of the electric dipole is used then;

I/r2

p/r

and

r 1/8 A2n

Thus at distances less than about one sixth of a
wavelength the induction field terms are
dominant, and at greater distances the radiation
field terms dominate. At distances greater than
about one wavelength, the only significant terms
are the radiation fields. Examination of the field
equations in the radiation field region shows that
they are identical to the spherical wave solutions
to Maxwell's equations given in section 2 with the
addition of a term expressing the directional
properties of the dipole.
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In the radiation field region the two source
types are indistinguishable. There are no radial
fields, and the ratio of the electric to magnetic
fields is the intrinsic impedance of the
surrounding medium. The two source types differ
significantly in the induction field region where
1/r << 1412, 1/r3. The differences can be best
illustrated by examining the transverse wave
impedances Zrt, defined as the ratio of the 6 and ¢
direcied field components for 0 equal to =/2, for
both source types. For the electric and magnetic
dipoles respectively we have;

ZTe

n

1/jwer

1l

ZTm jour

in each case the impedance is reactive and
dependent on both distance and frequency.
Manipulation of the relationship between © and &,
the wavelength, gives the transverse wave
impedances in normalised wavelength terms;

i}

ZTe -J(Zf27 )/ fA)

]

ZTm J2rZ).(r/A)

The magnitudes of these impedances are plotted
in Fig 3.3 for all values of (r/L). Very close to the
source the electric dipole has a relatively high
transverse wave impedance indicating that the
electric field is dominant. The magnetic dipole
has a very low transverse wave impedance
indicating that the magnetic field is dominant,

4) Radiation from Circuits and Equipment.

An electronic device comprises a large
number of circuits, each of which may be
carrying a time varying current and thus
emitting radiation. At typical clock frequencies of
10MHz to 50MHz significant harmonics are
present to at least 1GHz, a wavelength range of
30m to 300mm. As individual tracks and loops on
circuit cards have dimensions in the range 10mm
to 100mm, they can be considered as elemental
radiators over most of that frequency range.
Examination of the equations for the radiation
from electric and magnetic dipoles indicates that
the magnitudes of the radiation fields are
proportional to the frequency and the square of
the frequency respectively. Thus a circuit
carrying a digital signal with the time waveform
and frequency power spectrum shown in Fig 4.1
will radiate a spectrum modified by the
frequency response of the radiation mechanism
as shown in Fig 4.2. The highest radiated fields
are associated with spectral energy at
frequencies beyond those normally considered
important for the operation of the circuit. With
clock frequencies in the 10MHz to 50MHz region,
the radiated energy is predominantly in the
VHF/UHF frequency range.




A typical circuit which is small compared to
the wavelength under consideration may
comprise both types of elemental source.
Consider the circuit shown in Figd.3. If it is
regarded as an isolated circuit on a circuit card,
the circuit diagram is representative of both the
electrical equivalent circuit and its physical
layout. Electric currents that circulate around the
circuit loop clearly give rise to magnetic dipole
radiation. The presence of the circuit tracks on
the card means that parasitic capacitance exisis
between the tracks. The finite load and source
impedances Zs, ZL give rise to a potential between
the tracks, and thus an oscillating current
component flows in the circuit as well as a
circulating one as shown in Fig 4.3. This
oscillating current component gives rise to
electric dipole radiation. The axis of the electric
dipole is orthogonal to that of the magnetic dipole
as defined in Figs 3.1 and 3.2 and lies in the
plane of the loop. If impedance loading is present
in other arms of the circuit loop, a second electric
dipole, orthogonal to the first, with its axis in the
plane of the loop is present. The total radiation
from the circuit is the sum of that from the three
elemental dipoles.

The relative magnitudes of the individual
dipole moments depend on the loop area, its
linear dimensions and the impedance loading
around the loop. In general high impedance
circuits have predominantly electric dipole
behaviour while low impedance circuits behave
predominantly as magnetic dipoles.

As a circuit card has many loops, the
overall dipole moments of a card, small compared
to a wavelength, could be derived by summation
of all the individual dipole moments at any
particular frequency. In a general electronic
device, that has cards in more than one
orientation but is still small compared to a
wavelength, a set of three orthogonal electric
dipoles and three orthogonal magnetic dipoles for
each frequency can be used as a complcte
description of the device as a radiation source,
Clearly such a description is too unwieldy for
general use. It does, however, serve to illustrate
the process of radiation from devices.

In the case of larger equipment, the
radiation process is more complex. If a standard
equipment enclosure size is considered, say 19%n
{ 0.5m ) along with a power cable of say 2m
length, then the equipment can no longer be
considered to be electrically small. In the
frequency range up to 1GHz, the equipment and
its power cable with a maximum dimension of
2.5m is up to eight wavelengths in extent.

Clearly, equipment of this size cannot be
considered to be a set of co-located elemental
dipoles, and must be considered as a distributed
source. The principle of superposition applies,
and the structure of the equipment can be
divided into a set of elemental dipoles, each with
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its own current. As the current on one element
radiates a set of fields that impinge on all the
other elements, this mutual coupling between the
elements must be accounted for when evaluating
the currents on the equipment. There exist a
number of numerical methods which enable such
solutions. The most useful one is the method of
moments developed by Harrington , the computer
code Numerical Electromagnetics Code (NEC)
being the most common implementation of this
method. These are addressed in the next lecture.

Such equipment is also likely to be
electrically screened and so any radiation from
the equipment will arise from currents existing
on the outside of the screened equipment
enclosure and on the power cable, excited by
fields existing across apertures in the screen. The
accurate prediction of the radiated fields under
these circumstances is not usually possible as
such predictions rely on a complete knowledge of
the current distribution on all parts of the
equipment at each frequency. As these currents
are not generally part of the design requirement
of the equipment, and steps may have been
taken to prevent them by screeming and filtering,
such detailed knowledge is improbable. The
values of these currents and hence the radiated
fields also relies critically on the position and
orientation of the equipment and its cable. The
ramifications of this are discussed in the paper on
measurement environments and testing.

5. Reception of Electromagnetic Energy and
Reciprocity.

So far I have concentrated on the
generation and propagation of electromagnetic
waves. In this section the reception of waves is
briefly considered. If any source victim pair is
considered as a pair of antennas, one transmitting
and one receiving, then the operation of the
receiving antcnna would be related to its
operation as a transmitting antenna by the
principle of reciprocity. This is a convenient ploy
for antenna engineers because it is generally
easier to describe the operation of an antenna in
transmission rather than in reception. In the
reception case the currents induced on an
antenna by an incident electromagnetic wave
must be deduced. Reciprocity avoids this difficult
task. From the viewpoint of the interference
source victim pair, the electromagnetic reception
properties of a victim can be deduced from the
same properties of the victim considered as a
source. Thus if an equipment has low emissions
as a result of good electromagnetic design, ie.
adequate screening and filtering and good circuit
layout avoiding large current loops with proper
decoupling, then the immunity of the equipment
is likely to be high as the inefficient transmitting
antenna is also an inefficient receiver. This only
applies to the electromagnetic aspects of the
design. If the low emissions are a result of a low
energy logic family being used in the equipment,
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for example low voltage CMOS, without
thoughtful electromagnetic design, then the
immunity may be poor. The amount of energy
required to disrupt a low energy logic family is
much less than that required to disrupt a high
energy logic family such as TTL.
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6. Capacitive and Inductive Coupling.

The sections above have concentrated on
the generation of electromagnetic radiation from
equipment. The radiation process has been
described in terms of elemental sources.
Examination of the field equations for the
elemental sources reveals that the radiation
fields are dominant at distances from the source
greater than A/2w, and that they are the only
significant fields at distances in excess of a
wavelength, In many cases the potential for
interference is between equipments that are
adjacent to each other, with a typical separation
in the order of 1m. If the A/2x criterion is applied
for a 1m separation then coupling at frequencies
below approximately 50MHz is by the induction
fields. These fields decay with distance as the
second or third inverse power, and can be seen to
be equivalent to the quasi-static fields associated
with low frequency analysis of inductance and
capacitance.

The lower the frequency, the larger the
equipment separation that can be analysed by
the quasi-static approximation. At such small
separations in wavelength terms, the interference
source equipment and the victim equipment
cannot be regarded as separate electrically. The
coupling of interference between them is by
mutual capacitance and inductance, and the
presence of say the victim equipment alters the
parasitic capacitances and inductances of the
source equipment and vice versa, Under these
circumstances there is also likely to be some
direct electrical connection between the two
equipments. This may take the form of a
connection through power cables sharing a
common phase in the electrical mains, or through
datafsignal inter-connections. The situation is
illustrated in Fig 6.1 At these low frequencies the
distinction between conducted interference,
cross-talk and inductive/capacitive coupling
becomes difficult to draw, as indicated in Fig 6.1
where an interference current path relies partly
on capacitive coupling and partly on direct
conduction. Aspects of shielding grounding and
crosstalk are discussed in more detail in the
following lectures,

The distinction between the low frequency
quasi-static coupling and the high frequency
radiative coupling is clear. An appreciation of the
mechanisms operating in the intermediate
frequency range is more difficult to come by. The
quasi-static analysis works well for equipment
separations up to around A/10 and adequately
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for separations up to Af2=. For separations of A or
more the radiation model is appropriate. The
problem is also illustrated by the wave
impedance relationship shown in Fig3.3. The
quasi-static analysis corresponds to the purely
reactive impedance region, whereas the radiation
region corresponds to the 377 region. In the
intermediate region the wave impedance is
complex, and the field decay function is depends
on more than one inverse power of distance. If
inter-connecting cables exist between the
interference source and victim. The energy
coupling may be best understood by considering
propagation along the non-uniform transmission
line that exists between the equipments.

Conclusions.

In this lecture I have attempted to
highlight the more important aspects of the
generation, propagation and coupling of
clectromagnetic energy. This is far too large a
topic to cover in a one hour lecture, and only the
surface can be skimmed. Some appreciation of
the basics of this subject is essential for any
engineer designing or operating equipment
today's complex electromagnetic environment.
The lecture has been written with the aim of
providing the tools necessary to understand the
lectures that follow on numerical techniques,
cables and crosstalk, shielding, design and
measurements.
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Figure 1.1
Illustration of the Forces between Two Point Charges.

Figure 1.2
Derivation of the Electric Field of a Point Charge.

B4
12\
_ P ANK.
e F,
del, 4— =
Figure 1.3
Illustration of the Magnetic Force between Two Current
Elements.
. | B
|
|
loop area A | A
l
|
Figure 1.4

Iustration of Faraday's Law of Induction.
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Figure 4.1
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Radiated Spectrum of a Digital Pulse Train,
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Figure 4.3
Radiating Currents in an Electric Circuit.
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Figure 6.1
s Schematic Illustration of Capacitive and Inductive
Coupling between Circuits due to Parasitic Components.
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Numerical Analysis and Modelling Techniques
Stanley J. Kubina

EMC Laboratory, Concordia University
Montreal, Quebec, Canada

1. INTRODUCTION

This paper deals with the modern computational tools
which can be exploited in the complex task of agsuring the
electromagnetic compatibility of modern avionic/weapon
systems. The life-cycle of aerospace systems ranges from the
conceptual stage, to initial design, 1o prototype test and devel-
oprment, to production design and test, field operation, major
up-date or mid-life improvement, interspersed with retrofit
instaflation of new systems. In many countries off-the-shelf
systems are purchased and require integration into existing
airframes.

1t has often been stated that electromagnetic compati-
bility or EMC must be designed into systems. This is a
truism because invariably corrective action is costly. Often
deficiencies in EMC can be associated with serious oper-
ational limitations and loss of life. However the attempt to
design for EMC involves a requirement for the awareness of
the total set of possible undesired interactions, and their
consequences as intersystem or intrasystem events in an
operational electroragnetic environment. The development of
this awareness is an awesome task. It requires knowledge of
the: electromagnetic environment, the characteristics of
antennas in their sited locations, the EMC characteristics of
avionic, electrical and instrumentation and control systems
and a knowledge of the coupling modes which can be rel-
evant.

For military systems, a coherent methodology is
implied by the requirements of specifications such as MIL-E-
6051 {1] and MIL-HIDBK-335 [2]. These in turn call up
specifications and requirements governing equipment and
components. The former requires the implementation of an
overall EMC CONTROL PLAN which eventually would

(nterference interaction Sample Space
Reduced Sample

Engingering Cull Space

Ta i Tz

Y

T of
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|

Reteptors

Sample Space Emitters

Computer Analysls
of Sample Space

Fig. 1 Interference Interaction Matrix

culminate in the development and execution of an EMC
TEST PLAN. The intention is that the test plan when proper-
ly executed, would define all likely operational limitations
and help define and verify corrective actien. It is also appro-
priate to reflect on what information the EMC engineer might
have about the environment, equipment, antennas, aircraft
layout and equiment interconnection during the life-cycle of
an aerospace system. Understandably, the extent of the infor-
mation available would govern the type of analysis which
would be suitable to develop the required awareness of likely
interactions. Thus the progressive development of a data base
of relevant information plays an important part in the
planning for EMC.

In AGARD Lecture Series 116, Spina[3] proposed a
visualization of all potential interference interactions in terms
of an interaction sample space between emiiters and receptors
in 1erms of a global transfer function matrix Ty, as shown in
Figure 1. The wansfer function elements arise from all the
possible signal coupling paths which can occur between
systems as represented in Figure 2. The representation of
these possible coupling paths is the subject of some of the
other papers in this Lecture Series. The objective of an EMC
program must be, first to apply engineering judgment in order
to reduce this matrix t0 a manageable size, incorporating
those interactions whose severity must be monitored and then
address these by computer analysis techniques for further
evaluation and reduction.

Emitters Receptors
Coupling Paths

E, R,

g R,
L3 L]
L] L]
! L]

Eq Ry

Fig, 2 Intrasystem EMC Setting

Two system-level analysis programs are discussed in
this paper. The Intrasystem Electromagnetic Compatibility
Analysis Program(IEMCAP){(4] is a comprehensive system-
level computer analysis program designed to assist in the
quantification process. A general description is presented to
make readers aware of its existence and some of its features.
A smaller interactive program called AAPG: Antenna-to-
Antenna Propagation with Graphics is described in more
detail. Both of these foster the progressive development of
the data base which is essential to any comprehensive
approach.
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In addition to the modelling required for system analy-
sis purposes, it is necessary to be able to determine radiated
field levels or the coupling between antennas more precisely.
For these purposes computational techniques based on the
electric field integral equation or Transmission Line
Modelling(TLM), as well as ray-optical methods based on the
Geometric Theory of Diffraction, can be used. Salient fea-
tures of the former two methods are presented below,
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2. INTRASYSTEM ANALYSIS METHODS

About two decades ago, the United States Air Force
began a co-ordinated effort to address the problem of intra-
systemn electromagnetic compatibility. This development
effort was entitled the Intrasystem Analysis Program(IAP).
This development effort and the programs, such as IREMCAP,
which were developed under 115 sponsorship are described in
Spina’s paper[3}]. Not all users are able to take advantage of
the size and scope of IEMCAP, and subsequent to its promul-
gation, smaller specialized computer codes, such as AAPG
were developed. The AAPG code is a computer program
originally developed in 1978 at Concordia University in
Meontreal under the sponsorship of the Canadian Department
of Defence. Since 1980, the Defence Research Establishment
Ouawa (DREQ), USAF Rome Air Development Centre
(RADCQC), the US Department of Defence Electromagnetic
Compatibility Analysis Centre (ECAC) and Concordia Uni-
versity have pursued AAPG developments on a joint basis.

2.1 Summary of IEMCAP Features

IEMCAP was designed to satisfy the primary require-
ments for EMC analysis. The first requirement of an EMC
analysis program is that it should bring all relevant EMC
factors into focus. Thus as indicated in Figure 2, all potential
emitters, receptors and coupling paths must be identified and
characterized to a minimum [evel of detail, Geometry con-
siderations and operational scenarios need to be specified.

Another important feature deals with an interaciive
capability to allow various designs to be compared as to their
EMC impact. This allows options to be examined before
design decisions are firm. Examples of this are antenna
placement, cable and wire bundling and routing, and fre-
quency assignments.

The program should include the capability to vary
equipment EMC specifications according to the specific
electromagnetic environment in which it is 1o be used. This
type of analysis requires considerable technical maturity and
experience on the part of the analyst to keep within safety
margins when compromises are made.

Requests for waivers from a system EMC specification
are comumon in a new weapon system design. Having a
waiver analysis capability provides the system planner with a
useful tool because it removes uncertainties from ad hoc
waiver decisions by providing some ability to assess its
impact on the rest of the system.

An EMC analysis program should have the ability to
predict EMC problems to the extent that a comprehensive
EMC profile is produced which can be used to design effec-
tive test programs. Then when the transfer functions invelve
similar mechanisms, the testing of a dominant few makes for
an efficient test program which validates the overall predic-
tion process.
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The final essential feature stressed in IEMCAP is the
intrasystem data base. This containsg electrical data which
describes equipment EMC characteristics, wire routing infor-
mation, the system geometry, electromagnetic apertures, and
equipment and antenna placement. This information forms
the baseline from which future EMC analyses can be made in
a perceptive and effective manner as changes occur or the
information is refined.

2.1.1 IEMCAP Capabilities

A complete description of the capabilities, models and
operation of IEMCAP is provided by Capraro[4]. The pro-
gram provides an EMC analysis methodology for a system,
whether it be ground based, airborne, or & space/missile
system, The basic medium for modelling signals is the fre-
quency domain, To predict interference for a set of receptors
due to a set of emitters in the system, each emitter’s charac-
teristics are modelled by its power output, tuned frequency,
emission spectrum in the vicinity of the tuned frequency, and
spurious-emission levels and frequencies. The model assumes
that harmonic spurious output levels can be approximated by
one or more straight-line segments. Spurious output frequen-
cies are determined by the user or as harmonics of the tuned
frequency, or generated by the computer code. The illustra-
tions presented below for AAPG also apply to IEMCAP
modelling.

The receptor is characterized by its sensitivity, taned
frequency, selectivity curve, spurious response levels, and
spurious frequencies. It is assumed that the spurious response
levels can be approximated by one or more straight lines.
Spurious response frequencies are generated by the code or
the user must determine these frequencies, external to the
program, by using available techniques, such as those appli-
cable to the superheterodyne conversion process.

Antenna gains are determined by preprogrammed
equations for low-gain types and medium and high gain are
represented by multi-level patterns, in which each level is
specified by a gain and associated azimuth and elevation
beamwidths, Provision is made for three discrete gain levels.

Various models of coupling or wansfer functions are
included in the program. Filter models used are single tuned,
transformer coupled, Butterworth tuned, low and high pass,
bandpass, and band reject. The filter transfer models calcu-
late the "insertion loss" in dB provided by a filter at a given
frequency, i.e., the reduction in delivered power due to inser-
tion of a filter.

There are two antenna-to-antenna coupling models
available. For ground systems, the propagation model is a
simplified theoretical ground-wave model which assumes a
smooth-earth surface with a 4/3 earth radius accounting for
atmospheric refraction. An intravehicular propagation model
calculates the propagation loss associated with an electromag-
netic coupling path when both emitter and receptor are
located on the same aircraft or spacecraft. The power
received is related to the power transmitted, free-space trans-
mission(Friis equation{8]), and a shading factor due 10 the
presence of the vehicle whose bulk may be interposed in the
region between emitter and receptor,

Environmental elecromagnetic field interaction with
the systern wiring is determined. External fields enter a
vehicle through dielectric apertures in the system’s skin and
couple onto wires immediately adjacent. The coupled RF
energy is a function of the aperture size and location. A
transmission-line model is then used to compute the currents




indnced in the wire loads. These models are described in this
Lecture Series by Prof. Clayton Paul. For ground systems,
artificial apertures are required for determining certain field-
to-wire conditions.

Wire coupling between wires in a common bundle
considers capacitive coupling due to the interwire capacitance
and inductive coupling due to the mutual inductances between
the wires. Relatively complex configurations, ¢.g.
shielded(single or double), unshielded, twisted pair, balanced
or unbalanced, can be handled.

The equipment case model treats each case as though
it were a dipole. The source model assumes  fall off of
(1/R), where R is the distance between cases, for both the
electric and magnetic fields.

Interference is determined by IEMCAP as computed
point and integrated EMI margins. These represent the ratios
of coupled power to receptor susceptibility at an indivi(liual
frequency and acrosss a broad frequency range, respectively.

The data size limits of IEMCAP are shown in Table 1.

Table 1
IEMCAP Size Limits
Equiptents 40
Ports per Equipment 15
Total Ports(40x15) 600
Apertures 19
Antennas 50
Filters 20
Wire Bundles 140
Segments/Bundle 10
Wire/Bundle 280

Thus, using IEMCAP, the matrix of EMI margins can
be: analyzed to obtain the desired reduced sample space of
interactions for further monitoring.

7.12 Present Status of IEMCAP

The computer program is now distributed by the Data
& Analysis Center for Software, operated for the Rome Air
Development Center by Kaman Sciences Corporation. A
graphics mode has been added to display emitter and receptor
spectra, antenna locations on the simplified aircraft model and
1o produce frequency plots of a received signal for an
emitter/receptor pair.

Work on improvement of the models continues. A
recent change to the field-to-wire coupling model! has been
described by Brock et al. [5]. A new receptor model develop-
ment is described by Capraro et al. [6]. Current release is
under Version 6.0. The program consists of some 16,000 lines
of ANSI FORTRAN code and has been installed on a variety
of mainframe systems. Kaman Sciences have alse developed a
PC version which requires a 32-bit co-processor and 2 Mbytes
of RAM.
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2.2 The AAPG Computer Code

AAPG has its roots in the [EMCAP analysis formal-
ism. It uses a similar representation for emitters and receptors,
a more complex aircraft model representation and similar ray-
optical coupling paths between antennas. It also uses Geo-
metric Theory of Diffraction formulations to calculate the
propagation loss along these paths. For each of the interac-
tions between a transmiiter and a receiver via their respective
antennas, AAPG computes the EMI point margin. Its con-
siderable advantage lies in its interactive graphics capability
which is used to present the results of all its operations in
formats which make visible the constituent components of the
EMI margin. A description of AAPG was presentedf7] during
AGARD Lecture Series 116.

The version in wide use at present is Version 07. The
description below relates primarily to this release. Later, the
special features of Version 09 are also described. This ver-
sion is presently undergoing evaluation. Both versions are
designed to operate with a high resolution graphics terminal
such as the Tektronix 4014 and a hardcopy unit. The code is
written in FORTRAN 77 and Version 07 occupies approxi-
mately 200k words of memory. With overlay techniques it
has been installed on small microcomputers. It has been

installed also on IBM personal computers driving displays
with TEK4014 emulation. PC versions for VGA displays are
expected to be available during 1991,

2.2.1 The Structure of AAPG

AAPG fulfils two fundamental objectives: to accurate-
ly compute EMI margins and to present the results of these
computations in a concise, visual manner, It consists of two
principal software modules:

a) The Electromagnetic Compatibility Computation
System (EMCCS); and

b} The Graphical Data Management System (GDMS).

The EMCCS, which uses analytic geometry and the
Geometrical Theory of Diffraction (GTD), determines geo-
desic coupling paths and their losses and fills a mass-storage
data file (MSDF) with the results of its calculations.

Subsequently, the GDMS accesses portions of the
MSDF to display those particular aspects of the analysis with
which the user may be concerned. The GDMS has four
distinct graphical modules: Frequency Coincidence, Antenna
Loecation Display, Propagation Path or EMI Margin Display,
and Antenna Position Input. These are illustrated below.

It will be seen that from a minimal data base, the T;
interactions between emitters and receptors can be examined
in tum. The more meaningful interactions are viewed and
kept to form a reduced set from which the more critical ones
can be identified for corrective action or evaluation by ground
and flight tests.

The ease of relocation of antenna systems and the re-
evaluation of the interference margin on a real-time basis
provides the user with a dynamic approach to EMC analysis
that is useful for tolerance studies. The execution of the
program requires the preparation of an input datz file as a
series of ordered card images.
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2.2.2 Input Data File

The Input Data File contains a geometrical description
of the aircraft and the specifications of the on-board wransmit-
ting and receiving equipment.

The aircraft model as shown in Figure 5, consists of a
cylinder representing the fuselage with a cone at one end.
The conical portion may be truncated with a flat bottom
below. Planar segments are utilized to model the wings and
stabilizers. The user must have access to dimensioned three-
view drawings in order to create such a model.

Immediately following the aircraft geometrical data in
the input file, AAPG expects to read the electronic equipment
data. The user must group the electronic equipment in trans-
mitting/receiving subsystems called "TRS".

Each TRS is assigned a name, a security classification
and will contain technical information on each subsystem
such as:

a) Power output for fundamental and up to five higher
order harmonics and receiver sensitivity threshold,

b) Tuning range,

¢) Upper/lower frequency "roll-off" rates,

d) Identification of the antenna(s) which are used,
e) Antenna gain and pattern.

The antenna pattern that is used is a two-level “keyhole”
pattern with main beam and sidelobe levels specified.

To facilitate the preparation of the input data set, a
program called AAPG.DI is available. It prompts the insertion
of the correct information in fields shown on a PC screen in
inverse video form.

2.2.3 The Computation Parameters

The main objective of the software algorithms is to

accurately evaluate the magnitude of potential antenna-to-

antenna coupled interference and compute the EMI margin,

The numerical value (in dB) of the EMI Margin is
caleulated from the following equation.

M=[P-L,+G]-TL + [Gg - Loy - Sil

where M = EMI Margin, in dB
P, . Transmitter power, in dBm
L., = Transmitter-to-antenna cabling loss, in dB

G, = Transmitter antenna gain in the coupling path
direction, in dBi

TL = Transmission loss, in dB

Gg = Receiver antenna gain in the coupling path
direction, in dBi

L = Receiver-to-antenna cabling loss, in dB

S = Receiver sensitivity, in dBm
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These EMI margin components, computed at the
frequency of greatest interference (FGI), can be viewed as
three distinct blocks. The first and third blocks of data con-
cern the emitter and receptor information which is entered as
part of the TRS data in the input file.

The second block or Transmission Loss information,
represents the data computed by the AAPG code. The TL
factor contains the loss incurred along the coupling path
between the two antennas and may be composed of any one
or a combination of the following:

a) Free space loss,

b) Surface Shading loss, and

¢) Edge shading loss.

The free space loss (Lgg) is calculated using the Friis
[8] formula for point to point spreading loss:

Lgg = -20 Log,, (A/4nD)

where A = wavelength of the interference frequency in
meters

D = distance along the path in meters.
The surface shading loss (L), representing the loss incurred
in wave propagation over a curved-surface or a "creeping
wave" loss, is evaluated using an approximation based on the

work of Hasserjian and Ishimaru [9]:

Les = AMMA +¢)

and A =p.6,» 2D

p. = geometric mean of the radii of the spiral end
points in meters

0, = angle spanned by the coupling path spiral
D = spiral distance, in meters
and where

7 = .005478 for A <26
003340 for A > 26

e = 5083 for A<26
5621 for A > 26.

Finally the edge shading loss (L) is evaluated using
the formulation for edge diffraction presented by
Kouyourmjian and Pathak [10]:

Lyz = 20 10g,,((D,+D)H(D+D,)) #(r+s)/rseti2ere)
where r and s are distances to/from the source/receiver to the
diffraction point, and the D;’s are the complex diffraction co-

efficients, described at length in reference [10].

It can be appreciated that the error-free incorporation
of these path loss computations into the geodesic algorithms
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It can be appreciated that the error-free incorporation
of these path loss computations into the geodesic algorithms
is always problematic, It will be seen that the visualization
provided by the graphics displays helps in the verification of
the values and the appreciation of their magnitude.

2.2.4 Use of AAPG

Once the EMCCS has read the input file and com-
pleted its calculations and stored the pertinent information in
the MSDF, control is given to the GDMS. From this point
on, the user is guided by a series of menu-driven displays.
The GDMS is controlled by a Display Manager with a menu
showing the four available options to be selected for display.
Each of these has its own menu list of options which are
called up by simple mnemonic commands|7].

The Frequency Coincidence Display Package is
invariably the first that is entered. It can be used to generate
five types of information, all of which pertain to specific
frequency-coincident receiver/transmitter pairs. The first of
these is a summary of coincidence data (Figure 3) listing the
code numbers of all transmitters which overlap in frequency
with each receiver. This code serves as an index to the other
selected displays within AAPG. A line frequency-coincidence
plot is available to show the frequency overlap of a receiver
with all coincident transmitters at their operating frequency
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bands and harmonics. A power-versus-frequency plot is also
available (Figure 4), which overlays the wansmitter emission
spectrum and the receiver sensitivity threshold for a particular
receiver/transmitter pair. This shows at a glance, the power
level differences which exist and which must be attenuated in
any coupling paths between the systems. It is common prac-
tice to represent receiver spurious responses as separate
receivers and thus make the data base complete. Cursor
readout of power levels and frequencies are available for finer
analysis or for flight test planning purposes.

3-5

The Antenna Location Display package provides a
means to view the location and pattern for each antenna
relative to the aircraft model, This data (Figure 5) comprise a
useful tool to validate the antenna information as to the
antenna location as butt line, water line, and fuselage station
on the model and the modelled antenna patterns.

The antenna pattern can also be verified by accessing
the antenna pattern diagram, Figure 6, where all pertinent

information on each antenna may be examined. AAPG also
provides the capability to view the platform using full graphic
options i.¢., side, front, top views individually or on a single
display, which permits viewing the aircraft from any elevation
or azimuth angle. A close-up view option is also available
for coupling path displays.
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Fig. 3 Frequency Coincidence Data Summary
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The Propagation Path Display Package provides a
means to analyze each interaction, Ty, calculated in the
EMCCS. The user may select the antenna pair for which
he/she wishes to perform a detailed analysis.

The selection of a particular T;; produces a display as
shown in Figure 7. This display contains the tabulation of all
the component values used to derive the EMI margin value
for the worst-case frequency of each transmitter harmonic.
Als0 present in that display, is the aircraft model with the
antenna locations and the actual coupling path between these
antenna locations. The two antennas are well identified in
this graph and if the users wish to have a closer look at the
path, simple mnemonic commands can be entered to have a
close up-view side view, top view or front view of the plat-
form (Figure 8). The model can also be displayed from any
elevation and/or azimuth, The set of displays and data avail-
able in this package provides a means to obtain a detailed
analysis of each T, interaction value. The user obtains an
appreciation of power levels, frequencies, and a view of the
path of maximum coupling. Thus he validates the input
information and appreciates each of the calculation elements.

The "Antenna Position Input” module permits the
relocation of each antenna and also allows the user to alter its
characteristics. By selecting the antenna of interest, a display
sitnilar to that of Figure 9 can be obtained. By utilization of
electronic cursor or by typing the coordinates or a combina-
tion of both, the antenna can be relocated on the two views of
Figure 9, where both the old and new positions are displayed
along with their coordinates.

Once the antenna relocation is confirmed, the code
produces a listing of the antenna characteristics which can be
modified individually. Subsequently, the user executes a
recompute command which has the effect of recycling the
entire set of interactions T;; and renders available the new set
of data such that a complete new analysis can be done. A
previous paper{7] shows example results of such relocations.
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This process can be repeated as often as necessary to analyze
or optimize the relocation of an antenna.

2.2.5 Evaluation Comments

The AAPG system, even with limited system data,
provides the EMC test engineer with an appreciation of the
overall interaction matrix so that he can anticipate difficulties
and make the best choice of test frequency combinations in
this total context, In the process he has contact with all the
modelling elements - input data, aircraft model, antenna
model and coupling paths, He becomes aware of the power
level differences and the span of frequencies over which they
are significant for EMC analysis purposes. The display of the
coupling path in the simplified model lgads naturally to the
examination of the physical differences between the actual
aircraft and the model. Coupled with the ability to relocate
antennas, this feature provides a means to perform a tolerance
analysis that produces a fuller appreciation of the numerical
values in each interaction,

The interactive graphics package with its rapid
response and comprehensive templates provides a dynamic
process where the validity of the information is readily evi-
dent and the EMC evaluation has aspects of visibility that are
difficult to achieve in any other way. When flight test results
are correlated with results of such prediction, the combination
forms a useful EMC core data base that can be exploited
during the entire life cycle of an aircraft system. Corrobor-
ations with actual measurements have been presented by
Hodes and Widmer[11].

The path algorithms within AAPG use creeping wave
expressions which had been validated for a limited UHF and
IFF data set. Recent measurements [12] at higher frequencies
and for a variety of antenna positions suggest that an
improved formulation based on the work of Pathak, Burnside,
and Marhefka [13] should be sought. Important new capabil-
ities have also been added in Version (9 of the code.
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2.2.6 Features of AAPG Version 09

The three areas of additional capability that have been
added in Version 09 of AAPG are: Gaussian approximation of
the antenna pattern, representation of aircraft fuselage cross-
sectional shapes by multiple points and the possibility to
inciude forward and aft cones which may also be tilted.

For directional antennas, AAPG calculates the gain as
a function of angle by assuming a Gaussian falloff in two
orthogonal planes between the user input values for the main
beam and sidelobe gains. The Gaussian function in each
plane is parametrized to the -3dB beamwidth of the main
beam in that plane, An example is shown in Figure 10,

In addition to the circular cylinder, with or without flat
bottom, the cross-section of the fuselage cylinder and cones
can be specified as a series of radius values from the centroid
at specific angles. These points are joined within the code by
spline fitting. This provides more flexibility in the representa-
tion of modern complex aircraft shapes. The forward and aft
cones are assumed to have the same cross-sections as the
fuselage. An example of an Version 09 display is shown in
Figures 11(a) and 11(b).

A version of AAPG.DI has been adapted for the prep-
aration of input data sets for AAPG Version 09.

3. FIELD COMPUTATIONAL MODELLING METHODS

In addition to the system level analysis discussed
above, there are many occasions where separate and more
detailed field or coupling computations must be undertaken. It
is always useful to have techniques available for the calcula-
tion of radiation patterns of antennas for performance assess-
ment purposes and for use in deriving their approximations as
input for a system analysis.
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Moment methods applied electric field integral equa-
tion formulations and GTD/UTD(Uniform Theory of Diffrac-
tion) computer codes are the most cormumonly used instru-
ments in computational modelling for low and high frequency
antennas respectively. At the same time the potental of the
TLM method is being explored by several investigators. The
latter method is particularly attractive because of its potential
in the representation of composite surfaces.

3-9

For frequencies above VHE, GTD/UTD techniques are
being applied. Molinet[14] describes the level of model
complexity which can be achieved by UTD methods at pres-
ent. Some of the codes described by Molinet are not widely
available. The Ohio State codes{15] are in wider use. How-
ever, most of the examples reported with GTD/UTD codes
show results in the roll plane, rather than in the pitch plane or
volumetrically. Also, the modelling of complex antenna
sopurce patterns is not completely developed in these codes.
Readers should consuit the references for an appreciation of
the potential and limitatdons of these methods.

3.1 Moment Methods

There are now a number of computer codes such as
NEC[16}, MININEC[17]} and GEMACS[3] which are used for
low frequency radiation analysis. They use moment methods
to solve an electric field integral equation (EFIE) as applied
to a wire-grid representation of complex surfaces. NEC also
allows a surface patch representation, and other surface patch
codes[18] are becoming available. NEC and MININEC are
distributed by the Applied Computational Electromagnetics
Society[19] to their members. The following discussion
applies to the development and use of wire-grid models with
the NEC code.
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3.1.1 The Electric Field Integral Equation

TECHNICA

Consider an interconnection of highly-conducting wires, of
radius much, much less than the wavelength., The current on
each wire gives rise to an electric field. Thus in Fig. 12, the
axial surface current density 7, is assumed to be uniformly dis-
tributed about the wire periphery, hence the current is
I = 2naJ,. This current gives rise to an electric field component

at the observer in the direction § given by[16)

Le - M 2o O
ot = l 1,-<s.->{sf 5 asas‘_}cfs,s.ads.-

where 7} is the characteristic impedance of the medium, § is the
wave number, and s is distance in direction § at the position of
the observer, Kernel function G (s, 5;) is given by

2 .
1 e-fﬁ-'?
GGns) = o f x¢
Q

where R 1s the distance from the "source point" on the surface
of wire #1 to the observer. If there are N wires in the grid, then
the § compenent of the electric field at the observer due to all N
wires is the "secondary field" and is given by

E.+§ E,

= «§

oo

N~
Z
i=1

The "primary field" Ep,imm in a scattering problem is an incom-
ing plane wave. The boundary condition for thin wires states
thet, at any point on any one of the wires, the axial component
of the electric field must be zero. Thus, if s; is a point on wire
#k, then the boundary condition states that

N, -
2= re o O |
23 Lf L-(s.-){ﬁ 5, 0 8, a—Skasi}G(s&,si)dsl

= —E )8,

Tkis version of the EFIE is called Pocklington’s Integral Equa-
tion.

OBSERVER

Fig, 12 A "thin wire" carrying current density T, givesrise to
an electric field at the position of an observer.
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Fig. 13 A wire divided into segments, with various ratios of
the segment length to the radius. (a) ratio §; (b) ratio 2;
(c) ratio 1/2.

3.1.2 Moment Method Solution of the EFIE

The nomerical solution of the EFIE for an antenna or scat-
terer made up of an interconnection of thin wires is well-known
in the literature[20]. In the Numerical Electromagnetics
Code(NEC)[16,21,22], each wire of the model is subdivided
into "segments"”, as illustrated in Fig. 13. The current on seg-
ment j of wire #i is of the form
L)

A+ B, sin{B(s; — 5} + C;; cos{B(s; — 5,))

Thus there are three unknown complex-valued current ampli-
tudes for each segment, and hence 3N, unknowns in all where
N, is the total number of segments. Censtraints for determining
the values of these unknowns are obtained by requiring that the
current and its derivative, the charge density, be continuous
functions from segment to segment along each wire. At junc-
tions of wires, Kirchoff’s Current Law must be satisfied. Also,
an excess charge is permitted to accumulate on the wires adja-
cent 10 a junction, and to be distributed among the wires accord-
ing to the King-Wu junction constraint{16,23]. These charge
and current constraints provide a set of 2N, equations.

The remaining set of N, equations are obtained by using the
"moment method" to satisfy the boundary condition. Thus a
"match point” is defined at the center of each segment of the
antenna, and the EFIE is enforced at that point. Each match
point provides one linear eguation, that is, one row of a "mo-
ment method” matrix. The NEC code is formulated in such a
way that the full set of 3N, linear equations is never explicitly
assembled. Rather, KCL and the charge density constraints are
enforced as the NxN,"moment method" matrix is assembled.

The integration required by the kernel function is approxi-
mated in two different ways in the NEC code. These are obtain-
ed by expanding the kemel function as an infinite series, in
powers of the wire radius. Retaining only the first term obtains
the "thin wire kernel” or "normal kernel” approximation. This
is equivalent to considering that the current flows along the
centerline of the wire, and that the "match point" is located on
the surface of the wire. The "extended kernel" approximation
retains two terms of the power series, and is more accurate.
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The assumption of "thin wires" made in deriving the EFIE,
the approximations of the kernel, and the approximate solution
of the EFIE by the "moment method” Iead to restrictions on the
geometry of the interconnection of "thin wires” that the NEC
program can solve correctly. Table 2 gathers these restrictions
as "modelling guidelines”. The guidelines are based on exten-
sive tests of the results obtained by solving simple structures
with the NEC code. Those presented here are based both on the
NEC User’s Guide[21] and the authors’ own experience.

NEC requires that the segments be sufficiently short in
terms of the wavelength. Segments comparable to A/10 are usu-
ally adequate, but segments shorter than W/20 are required in
critical regions of the antenna. The wires must be "electrically
thin": wires fatter than A/30 are considered in error. The
approximations of the kernel place restrictions on the ratio of
the segment length to the radius. If the "normal kernel” is used,
the segment length is best maintained at least 8 titnes the radius,
but acceptable results are sometimes obtained for segments as
short as twice the radius. Fig. 13 illustrates segments of
length-to-radius ratio eight in part (a), and two in part (b). If the
"extended kernel" is used, then the segment length is best kept
twice the radius, but segments as short as half the radius are
sometimes acceptable, illustrated in Fig. 13(c).

At wire junctions, there are restrictions aimed at making the
joined segments not too dissimilar. The ratio of the longest seg-
ment to the shortest segment length at a junction must be less
than five. The ratio of the fattest radius to the thinnest radius
must be less than 10, with values less than five preferred.
Because the NEC code does not fully use the "extended kernel”
for segments which are part of wire junctions[16], the "normal
kernel" rules for segment to radius ratio should be applied at
junctions. Table 2 considers that, for a segment which is part of
a wire junction, a segment length to radius ratio of six is fully
acceptable.

Another important restriction applies at a wire junction.
The match point at the center of any segment at the junction
must lie outside the volume of all the other wires at the junc-
tion, or else a “match point error” occurs. This is illustrated in
Fig. 14. Part (a) shows a junction of two wires, each having
two segments. The segments are relatively fat compared to the
length, which is a common occurrence in a wire grid. The
match point on wire #1 lies barely outside the volume of wire
#2. 'This is undesirable. Part (b) shows the wires meeting at a
shallower angle. Now the match point lies inside wire #2, a
match point error. Part (c) shows the case of a short wire join-
ing a longer wire, in which the match point on the first segment
of the short wire lies inside the volume of the longer wire. 1t is
an error to use {wo segments on the short wire, but it is one that
is easily made. If NEC is run on a configuration of wires
including some "match point errors”, then the resulting currents
may be incorrect and can be quite misleading. Clearly this
guideline limits the angle at which wires can join, in terms of
the segment length and the wire radius.

TABLE 2
SUMMARY OF THE MODELLING GUIDELINES
A = segment length
a = wire radius

A = wavelength
INDIVIDUAL
SEGMENTS Warning Error
segroent length NID<A<NS A= N5
radius 30 < VMa < 100 Aa <30
segment to radius 05<ANa<2 Aa <0.5
ratio
JUNCTIONS
segment length AgfB s >3
ratio
radius ratio 5 < @yl By < 10 Cpigd ey > 10

segment to radius 2<MNa <6 Na <2

ratio
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{(a) match point close to the other wire’s surface.

MATCH

MRTCH POINT

T

(c) match point inside the other wire’s volume.

Fig. 14 The match point must lie outside the volume of the
other wire at a wire junction.

Modelling guidelines for the spacing of wires concern both
gross errors, and the "thin wire" assumption. Fig. 15(a) shows a
pair of nearly-parallel wires which cross, that is, have a com-
mon point on their centerlines. In the NEC program, if the
common point is not a segment boundary on both wires, then
NEC will not form a junction between the two wires, and a
"crossed wires" error occurs. The configuration of Fig. 15(a)
also has "match point errors”. A typical computer graphics dis-
play of a wire grid depicts wires by their centerlines, effective-
ly hiding a crossed-wires error. It is essential that both wire
radius and segment boundaries be shown on computer graphics,
as in Fig. 15(a}, if the user is to be able to sec a crossed wires
erTer.

If two wire centerlines pass closer than the sum of the wire
radii, then the wires overlap and would have to be physically
joined. Fig. 15(b) shows an "overlap error” for nearly-parallel
wires. NEC does not form junctions between wires which over-
lap in this fashion: they are treated as unconnected wires.

The "thin wire" assumption requires that the geometry of
the wires be such that the current flow on any wire is entirely
axial, with no circumferential component, Further, the axial
current density must be uniformly distributed about the wire
periphery. This requires that wires be spaced sufficiently far
apart. It is difficult to obtain guidance from the literature on
just how far. Ludwig[24] recommends several diameters.
Clearly the wires of Fig. 15(c) are too closely spaced to satisfy
the "thin wire" assurnption, even though they do not overlap.
This geometry is a "near miss".

Wire grids are occasionally constructed of nearly-
perpendicular wires, using NEC’s feature of forming junctions
at crossing-points if the point is a segment boundary on both
wires. Such grids often contain errors such that crossing points
are not segment boundaries, hence contain "crossed wires"
errors. Then the wires are not joined by the program, and the
grid does not express the model builder’s intentions.
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(c) a near miss.

Fig. 15 Wire spacing errors for nearly parallel wires.

A systematic examination of a wire grid geometry file is
required to ensure that all segments and junctions conform to
Table 2, that there are no "match point errors”, and that the
spacing criteria are met. Visual inspection of graphics displays
of various views of the wire grid have proven woefully inade-
quate for this purpose. Program CHECK[235] examines each
wire, each junction and each wire pair to ensure compliance, A
model verified by CHECK is one that is more likely to lead to
correct results when analysed with the NEC program.

The "modelling guidelines" are local in nature. They con-
cern individual segments, pairs of segments at wire junctions,
and wire spacing on a scale of a few wire radii, To use wires to
model solid surfaces, guidelines of & more global nature are
required,

3.1.4 Wire Grid Guidelines

In replacing a highly-conducting, contingous surface with a
grid of wires, fundamental questions arise. What is the best
grid topology: triangular meshes or rectangular meshes? What
is the bandwidth of 2 wire grid of a given mesh size? What is
the best wire radius for wires representing a.continuous surface?
The wire grid guidelines of Table 3 provide principles upon
which a model can be designed. These guidelines are oriented
toward modelling complex structures such as ships or aircraft,
often with associated wire antennas.

A wire grid using square mesh cells requires fewer seg-
ments per square wavelength to cover a surface than does a wire
grid using equilateral-triangle mesh cells. Whether the triangu-
lar grid offers wider bandwidth in return for the larger number
of segments has not been adequately explored[26]. Table 3 rec-
ornmends an orthogonal grid with square mesh cells.

TABLE 3
WIRE GRID GUIDELINES

1. Use arectangular grid of wires oriented parallel to edges,
with wires along edges.

Choose the segment length equal to A/10 at the

highest frequency of the band. Keep the area of the grid
cells comparable to (102

Keep grid cells square. Keep the cell area constant,
hence segment length constant, throughout the grid.
Provide elegant transitions.

Put wires where current is expected to flow,

Avoid wires meeting at very shallow angles.

Keep the center of any segment outside the volume of
any other segment.

Use the "equal-area rule” radius.

All meshes in the grid must have peripheries longer than

h2s.

Nets W
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3.1.5 Model Development and Results

The application of the modelling guidelines to the
creation of models for complex shapes such as aircraft is
discussed in reference[25). To assist in the error-free cre-
ation of a wire-grid or surface patch model, the computer-
aided svstem called DIDEC[27] has been developed. This

acronym means Digitize, Display, Edit and Convert. Vertices
are created by the digitization of points on aircraft drawings
or by numerical entry. The digitization process is accom-
panied by a multi-ported display of the data. Vertices are
joined to form the wires and wire segments of the wire grid.
They can be colourcoded as to radius or length. Editing steps
can add or delete vertices etc.. The final model data set is
converted to a NEC input data format by a simple transform-
ation command.

Results of NEC wire-grid modelling for antennas on
aircraft, helicopters and ship’s topside structures have been
presented in Lecture Series 165 [28]. One of the wire-grid
models which had been used is shown in Fig.16. It consists
of 371 wires and 400 segments and in the main, wire radii
were selected based on the "equal area rule” with some vari-
ations based on trade-offs with other working guidelines, The
segment length had been chiosen to be 0.1A at 15 MHz. This
model was executed at 2 MHz increments over the HF band
for radiation patterns to correspond to measurement frequen-
cies. Impedance computations are also compared therein with
measured data. The results show that carefully developed
models can provide reliable radiation patterns results over the
entire 2-30MHz band.

How are these computations related to EMC require-
ments? Although initially related to systems communications
performance alone, the results of these computations serve to
“validate” the computational model. As can be seen from the
AAPG discussion, such patterns refine the approximations
used in this code. The models can be used for computations
of the near-field at other antenna and weapons locations. The
computed current distributions on the wire-grid model also
result in an appreciation of HF antenna coupling as in the
case of the CP-140 aircraft model shown[28]. Near-field
intensities are also important for estimates of RADHAZ
conditions.

Whereas the 400 segment model shown in Fig. 16
would take approximately an hour on a CYBER 325 main-
frame available during the developrnent period, it now takes
approx. 567 secs. on a MIPS desktop which is being evalu-
ated. Such laboratory computing power allows a new outlook
on model development, less constrained by the number of
segments and execution times.

An extensive re-examination of wire-grid modelling
guidelines (described above) had been undertaken for an RCS
project{26]. Applied to the same aircraft, these guidelines
have resulted in the model shown in Fig.17. This more
"elegant” model containg 685 segments instead of 400 and
takes 6128 secs. on the MIPS machine. The model more
directly results in a finer structure at the feedpoints of
antennas which had been found critical in previous work.
Thus there is every indication that this would be a safer
approach fot "ab initio” computational model evaluation and
use.
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Fig. 17 "Elegant” Aircraft Model, 685 segments

3.2 Transmission Line Modelling

Transmission-line modelling (TLM) is a numerical
electromagnetic technique developed mainly by Johns [29,-
-»37] in the 70’s and 8(s, The basic solution provided by
TLM is the time-domain variation of the fields in a defined
region of space. Within the region to be modelled, metal and
dieleciric objects can be defined and the boundaries of the
region can have various properties, such as perfectly conduct-
ing wall or a free space approximation. A very good intro-
duction to the basic theory behind TLM is provided by
Hoefer [38], but a brief outline will be presented here.

3.2.1 Outline of TLM

The basis of the technique is Huygens® Principle [39]
which states that a wavefront can be made up of a number of
secondary radiators, each producing spherical wavelets.

These wavelets form a new wavefront which in turn can be
broken down into a series of wavelets. In TLM, this principle
is discretized in space and time to allow solution on a com-
puter. Figure 18(a) shows the formation of a wavefront accor-
ding to Huygens® and this is shown in Figure 18(b) superim-
posed upon a Cartesian mesh in a form suitable for TLM.
The distance between nodes (dl) and the time taken for elec-
romagnetic pulses to travel from one node to the next (dt) are
related by the velocity of light.

The 2D Cartesian mesh is made up of transmission
lines, with each node being the junction between four trans-
mission lines. A typical node is shown in Figure 19 for the
junction between parallel wire transmission-lines. The rela-
tionship between a voltage pulse incident upon the node and

the resulting scattered voltages is defined by a scattering
matrix. The scattering matrix is given below for the voltages
scattered at all four ports of the 2D node. The scattered
pulses immediately become incident voltages upon adjacent
nodes. An analogy can be formed between voltages and
currents on the transtnission lines and electric and magnetic
fields in the region being modelled. The permiitivity and
permeability of the region are defined in the model by the
capacitance and inductance per unit length of the transmission
lines,

¢ -1 1 1 1 Vi
Wi 1 -1 1 1 v,
L3 TN R S TS T U IEa B 74
Vi /, 1 1 1 -1 Vi

At the boundaries of a region a number of options are

available. In order to model a perfectly conducting wall, all
transmission lines meeting the boundary are terminated in a
short-circuit.  Alternatively, it is possible to approximate a
free space boundary by terminating the lines in their intrinsic
impedance. The free space condition works perfectly for an
incident wavefront perpendicular to the boundary, but bound-
ary reflections occur if the wave is incident at other angles.
It is possible to improve the free space boundary by assessing
the wavefront angle of incidence at each time step and adjust-
ing the terminating impedance accordingly. This computation
has to be performed at every node along the boundary.
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Fig. 18(a) Wavefront divided into wavelets
according to Huygens
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Fig. 18(b) Wavefront superimposed on TLM
mesh showing approximate
scattering centres.

Fig. 19 TLM 2D node

made up of parallel wire

transmission line.

A metal object within the mesh is modelled in a simi-
lar way to a perfectly conducting boundary, i.e. by short-
circuiting all the transmission lines at the boundary of the
object. One of the advantages of the TLM technique is the
ability to model dielectric and magnetic materials. This is
achieved by adding an extra stub transmission line at cach
node within the object, where the admittance of the stub
determines the relative propetties of the object. TLM is even
capable of modelling lossy dielectrics and this can be
achieved in two ways. One possibility is to use lossy trans-
mission lines between nodes, whilst the other used lossy stubs
at each node to absorb energy from the mesh. The latter
technique is preferred in situations where the region to be
modelled is not homogeneous.

Once a mesh has been set up, the initial step is to set
all the voltages at the nodes of the mesh to zero. Then an
excitation 1is applied and the time domain response is calcu-

lazed. Typically, excitations are produced by setting up pulses
at a node at the initial time step. In this way it is possible to
deduce the impulse response of a structure. Alternatively, it
is possible to excite a line of nodes with pulses of identical
magnitude which varies over time as sin(wt) to give a plane
wave of angular frequency w.

TLM is equally applicable to two and three-dimension-
al problems. A schematic diagram of the full 3D node is
given in Figure 20. This is the most efficient and accurate
3D node and was derived by Johns [40}. The basic 3D node
has a 12x12 scattering matrix, but modelling a lossy dielectric
requires an 18x18 matrix. Therefore, storage is required for
18 terms at each node in a 3D mesh. Even a small problem
requires a relatively large amount of memory.

The transmission lines in the 3D node do not interact
with each other and this allows them to have differing prop-
erties, In this way, TLM can even model substances that
have anisotropic properties, such as carbon-fibre composites.

3.2.2 Mesh Construction

The mesh discretization is critical to an accurate TLM
solution, Effectively, enough nodes must be used to model a
wavefront accurately. Normally a A/10 criterion is used as
the maximum node spacing per wavelength. If fewer nodes
are used, the wavefront velocity becomes dispersed unti! the
point is reached (at A/4 spacing) where no propagation occurs.
This dispersion effect is very dependent upon the direction of
propagation across the mesh, with maxirum dispersion along
the axes of the mesh and no dispersion at 45° to the axes.
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Fig. 20 TLM 3D Node showing each arm made up
of two parallel wire transmission lines.

3.2.3 Potential and Limitations

As a numerical technique, TLM has a number of
advantages over some computational solutions. Tt is uncondi-
tionally stable and computationally simple, the most complex
operation being a matrix multiplication. Furthermore, because
no matrix inversion is required, the condition of the matrix is
unimportant. TLM can also solve certain types of problems
relatively easily. Some of these, such as lossy dielectrics and
anisotropic materials have already been mentioned. It is also
ideally suited for solving problems with internal resonances.

Disadvantages with TLM include difficulty in repre-
senting wires of diameter less than the node spacing (which
most wires are, without very high node density). It is also
difficult to excite a problem in a practical way, such as volt-
age source on a structure. The large amount of information
stored at each node usually limits the size of a problem due to
the finite computer storage available.

TLM has many applications, both within electro-
magnetics and outside. For example, it has been used to
study fluid flow and diffusion problems [41]. Typical electro-
magnetic problems solved by TLM include waveguide propa-
gation [29,30,32] and screened room resonances. Wave-
guides have been modelled with dielectric loading [42] and
bifurcations [29]. Other examples include direct coupling to a
transmission line and coupling through an aperiure [43]. The
time domain nature of TLM makes it well suited to analysing
lightning strike and EMP problems.

Gothard, German and Riggs [44] use TLM to assess
the effect of RAM coating on a shipboard HF wire rope
antenna. The aim in this case is to minimise the RCS of the
antenna to radars also on-board, thus minimising false targets
and pattern blockage for the radar. This uses near-field to
far-field transformation techniques to reduce the size of the
TLM mesh.

A number of techniques are available to reduce the
storage required in a TLM problem. Grading the mesh is one
possibility [45] whereby the /10 node spacing requirement
can be relaxed for regions of the mesh where the fields are
unimportant. The other alternative is to use a technique
called dizkoptics [46] in which two meshes can be solved
separately and then joined together. This is applicable where
only a small part of a large mesh is changed between sol-
utions. The majority of the problem can be solved once and
stored and further modifications require only a solution for
the part of the mesh that has been modified.
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4. SUMMARY AND COMMENTARY

The complex task of ensuring the electromagnetic
compatibility of modern avionic/weapon systems can be made
more manageable by the effective use of numerical analysis
and modelling techniques. The acquisition and use of com-
puter codes for system analysis and electromagnetic modelling
is rewarded by a clearer appreciation of the individual interac-
tions between systems and by the definition of coupling
mechanisms. Such use alse involves and requires the gener-
ation of a progressively improved data base of information on
equipment characteristics and radiating elements.

The effective use of these modem computational tools
does require the training of technical personnel in the their
use. Technical judgment must be developed by analysis of
progressively more complex cases. Awareness of the validity
of the computational results at each step is most important.
The validation of computational models is now the subject of
sub-committees of the IEEE Antennas and Propagation
Society and the Applied Computational Electromagnetics
Society. A data base of canonical examples and real-world
practical problems is being generated by ACES in order to
assist the technical community in this task. It is important
that users become aware of the results and in turn share their
experiences so that duplication of effort and costly errors can
be avoided.
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SUMMARY

Crosstalk is the unintentionsl electromagnetic
coupling between circuits which are connected by parallel
conductors that He in close proximity to each otier. Some
examples are wires in cable harnesses or metallic lands on
Printed—Circuit Boards (PCB’s). This unintended
interaction between two or more circuits via their
electromagnetic fields can cause interference problems.
Signals from one circuit that couple to another circuit will
appear at the terminals of the devices that are
interconnected by the wires. If these signals are of
sufficient magnitude or spectral content, they may cause
unintended operation of the device or a degradation in its
performance. A summary of the standard models used for
predicting crosstalk in various t of configurations is
presented. The discussion will focus on the relative
accuracies, refgions of applicability and computational
complexity of the models. A simple explanation of the
ability (or inability) of shielded wires and twisted pairs of
wires to reduce the crosstalk will also be given.

LINTRODUCTION

Crosstalk is the unintentional coupling of
electromagnetic fields between circuits that are connected
by conductors. Fig. 1illustrates this phenomenon. A
source is connected to a load via one pair of wires.
Another source is connected to its load via another pair of
wires and the wires of each circuit are parallel and lie jn
close proximity. Currents flowing along these wires create
magnetic fields that couple to the other circuit. Similarly,
charges on the wires generate electric fields that couple to
the other circuit. These electromagnetic fields induce
signals in the two circuits. Portions of these signals,
a)¥gy and Vg, Appear at the inputs to each circuit.

Prediction of these signals at the inputs to the circuits is
the task in modeling crosstalk. The essential question is
whether these unintended signals will cause the respective
lpads to malfunction.

Fig. 1. Dustration of crosstalk

The objective of this paper is to review the
standard mathematical models that are used to predict
this crosstalk. The relative accuracies, computational
complexities, and relative insights gained from each model
will be discussed. If the crosstalk voltages are of sufficient
magnitude and/or spectral content to cause unintended
operation of the load, certain alternative wiring measures
may be used to reduce this crosstalk to acceptable levels.
The typical measures are to surround the emitter or the
receptor wires with a shield or to replace either wire with a
twisted pair., Although it is often assumed that these
correction measures will reduce the crosstalk, this is not
always the case. Simple explanations of how a shielded
wire or a twisted pair of wires will or will not reduce
crosstalk will be given. The key to understanding this is a
low—{requency, inductive—capacitive coupling model. In
addition to providing insight into the phenomenon, this
simple model allows first—order predictions of the crosstalk
that are obhtainable with hand calculations. This simple
low—frequency, inductive-capacitive coupling model will
also be discussed.

This paper is intended to be a review of the various
aspects of crosstalk. To assist the reader in reviewing the
applicable literature, an extensive list of publications by
the author on this subject is provided at the end of this,

aper. These publications are grouped in categories to
urther focus on the applicable reference. These references
are numbered a.cco:dinw the category: A. Books, B.
General, C. Per—Unit—Length Parameters, D. Cable
Harnesses, E. Ribbon Cables, F. Shiclded Wires, G.
Twisted Pairs of Wires, H. Effects of Incident Fields, T.
gigitg.l Computer Programs, and J. Printed Circuit
oards.

. The Multiconductor Transmission Line (MTL) Model

The fundamental agsumption in crosstalk prediction
models is that the electric and magnetic fields surrounding
the conductors satisfy a Transverse ElectroMagnetic

TEM) field structure in that the electri¢ and magnetic

elds lie in & plane that is transverse (perpendicular) to
the line axis [R.I,B.I]. This assumption considerably
simplifies the modeling and is generally valid so long as the
cross—sectional dimensions of the line (wire separation and
crosg—sectional size) are electrically small, i.e., much less
than a wavelength, A, at the frequency of interest.
Crosstalk prediction models have been investigated by the
author and are listed in the references. Expenmental data
that confirm the prediction accuracies of the models are
documented in those publications. The purpose of this
paper is to summarize those prediction models.

In order to illustrate the essential features of each
model we will consider a three—conductor line illustrated
in Fig. 2. In general, cable bundles and coupled lands on
Printed—Circuit Boards (PCB’s) consist of numerous

Re Gensrator Conduttor
As = oo
v {214 igtar
Recaplor Condutior RL
.,m*@ + + Inte.1d *
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- Refarence Condyctiar -

Fig. 2. A three—conductor transmission line



parallel conductors that interact. However, it has been
shown that omitting consideration of the other paresitic
conductors and circuits leaving a three—conductor line
tends to give upper bounds or a worst case estimate of the
crosstalk. References [D.1], [D.2], [D.3] and [D.4) contain
those data. These data also indicate that the crosstalk in
a random cable bundle (cable harness) wherein the relative
positions of the wires are not known and vary along the
bundle is quite sensitive to this relative wire position.
Therefore it is appropriate to compute bounds on this
crosstalk rather than attempting an exact prediction.
Detailed FORTRAN programs that compute the crosstalk
for a general multiconductor line consisting of (n+1)
parallel conductors are contained in {I.1-1.4]. For a large
number of coupled conductors, one has no recourse but to
utilize these types of digital computer programs to
calculate the crosstalk and little general insight is gained.
Restricting our discussion to the three—conductor line of
Fig. 2 will allow considerable insight to be obtained and
will illustrate the essential points of the more general case
of a large number of parallel conductors. The effects of
incident fields that are coupled to the line can also be
predicted with these digital computer programs, and these
programs are described in [H.l—H.Qk‘l

The three—conductor line of Fig. 2 consists of three
parallel conductors of uniform crossection along their
lengths. This is referred to a8 a uniform transmission line
in the sense that cross—sectional views of the line at two
different positions along the line are identical. Therefore
the conductor crossections as well as the crossections of
any surrounding dielectric inhomogeneities such as wire
insulations must not vary along the line. The conductors
are parallel to the z axis in a rectangular coordinate
system, and the ¢z plane is perpendicular to this direction
and contains the electromagnetic fields. According to the
TEM field structure assumption, the electric and magnetic
fields have no component in the z direction (along the line
axds). As the frequency of excitation is increased such that
the line cross—sectional dimensions become electrically
large, higher—order, non—TEM field structures become
important, For typical line crossectional dimensions of
interest, the TEM field structure will be the primary field
structure on the line up to frequencies on the order of &
GHz so that the TEM model Frovid&s predictions over a
substantial frequency range of interest.

The three-conductor line of Fig. 2 consists of a
generator conductor, a receptor conductor, and a reference
conductor. The generator conductor along with the
reference conductor comprise the generator circuit.
Similarly, the receptor conductor along with the reference
conductor comprise the receplor circutl. The generator
circuit is driven at the left end by a source represented by
a voltage source, vg(t), and a source resistance Rg.

Resistors will be used to represent sources and loads
although the majority of the following results will apply to
more complex impedances consisting of inductors,
capacitors and controlled sources. The generator circuit is
terminated in a load represented by the resistor Ry,

Similarly, the receptor circuit is terminated in loads
represented by the resistors RNE and RFE‘ The

subscripts on these loads refer to the "near end" and "far
end” with respect to the end of the recepior circuit nearest
to the source of the generator circuit. The assumption of
the TEM mode of propagation allows us to define,
unambigiously, the voltages between the conductors and
the currents along them. The voltage of the generator
conductor, vi5(x,t), is defined for the generator conductor

with respect to the reference conductor. The current of
the generator conductor, iG(x,t), is defined as flowing to

the right along that conductor. Simila.relg, the voltage and
current of the receptor conductor are defined as vR(i,t)

and iR(x,t). These voltages and currents are dependent on

position, z, along the line and time, £ The objectivein a
crosstalk analysis is, given the source voltage, vg(t), the
termination resistances, RS, RL, RNE’ and RFE' along

with the cross—sectional dimensiong of the line (conductor
radii and separation) and the line length .#, predict the
near—end and far—end crosstalk voltages, vyp(t) and
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vpg(t)- There are two types of crosstalk predictions that

may be desired; {ime—demain crosstalk and
frequency—domain crosstelk. Time—domain crosstalk
prediction refers to the prediction of the time—domain
waveshapes of vyp(t) and vFE(t). Frequency—domain

crosstalk prediction refers to the use of a sinusoidal source,
vg(t)=Vsin(wt+f), and the prediction of the magnitude

and phase of the steady-—state voltages, VNE]—ﬂNE and
VFEEFE' In this paper, we will be primarily interested

in frequency—domain crosstalk since the various regulatory
limits are in the frequency domain.

The general model of Fig. 2 is used to consider a
number of different, practical configurations. Fig. 3
illustrates typical wire—type cross—sectional
configurations. In all these configurations, the generator
and receptor conductors are considered to be wires
{conductors of circular cylindrical cross section). The
reference conductor may be another wire (Fig. 3(2)), an
infinite ground plane (Fig. 3(b)), or an overall cylindrical
shield (Fig. 3(c)§. Fig. 4 illustrates additional
configurations that may be considered with our general
model. The generator and receptor conductors are
rectangular cross—section conductors typical of lands on
PCB’s. Fig. 4(a) illustrates a double—sided board wherein
lands ma(.{y placed on both sides and connected through
the board with vies. Fig. 4 bgoi]lustrates a less—commonly
used board, the single-—sided board with & ground plane on
one side that serves as the reference conductor. This is
commonly referred {o in the microwaves literature as the
microstrip conﬁgm‘ation. Fig. 4(3illustrates the
multilayer board wherein wiring channels are biuried at
various layers within the board and connected with vias.
The general results that we will obtain apply to all these
configurations.

Caoble { Wire) Configurations
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So long as the TEM mode of propagation is the
only mode of propagation on the line, the per—unii—len
model shown in Fig. 5 is a complete characterization of the
coupling between the two circuits. For the moment, we
will assume that all conductors are perfect conductors and
that the swrrounding meditm is lossless. Therefore there
are no losses in the line and it is said to be lossless. Later
we will illustrate how to include losses. An
electrically—small Ax section of the line is represented by
the per—unit-length parameters of self inductance, IG and

IR, and mutual inductance, lm The units of these are

Henrys per meter and represeat any section of the line
since it is & uniform line. These parameters represent the
effects of the transverse magnetic field. Similarly, the
effects of the transverse electric field are represented by
the per—unit—length parameters of self capacitance, G

and Cp and mutual capacitance, Coyr The units of these

parameters are Farads per mefer. These per-unit—ength
parameters are computed from static field considerations
and apply for higher frequencies so long as the TEM mode
of propagation is the only mode of propagation on the line
[A-1,B.1]. The reader is referred to [B.1] and [C.1-C.7) for
the computation of these parameters for the configurations
of Fig. 3. Typically it is assumed that the wires are widely
separated so that they can be replaced with filaments for
this computation. For practical dimensions, this
approximation is adequate and does not impose any
significant restrictions on the applicability of the results.
For the configurations shown in Fig. 4 wherein the
conductors have rectangular cross sections, there are few
closed—form results for the per~unit-—length parameters
and numerical methods must be employed to determine
them. Although there are some closed—form equations for
these self elements when the circuits are not coupled (IG

and e or lR and cR) these do not apply when the lines

are in close proximity. Furthermore there are no similar
closed—form results for the mutual elements (I and ¢ ).

Essentially, all of the information about the
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Fig. 5. The per—unit—length transmission—line model
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cross—sectional dimensions that distinguishes one
configuration from another is contained in these
per—unit—length parameters. Therefore it is essential in a
complete crosstalk prediction to be able to obtain these

per—unit—length parameters for the specific configuration.

The Mulliconductor Trensmission Line (MTL)
Eguations that describe the coupling under the TEM mode
assumption can be obtained from the per-—unit—!enilh
equivalent circuit of Fig. 5 in the limit as Ax~0. These
become a coupled set of first—order, linear, partial
differential equations given by [A.1,B.1]:

dvg(xt) Bg(x:t) g (x.t) .

e Caden el "

o (xt xt X,

ol B | Gl

ﬁG(x,t) BVG(x,t) &R(x,t)

—x egttm) —g— om (19
c

aiR(x,t) OVG(x,t) GvR(x,t)

—Fr—= ‘o RV —F )

These can be written in a more compact form similar to
the case of two—conductor lines as [A.1]

gVt = L Gllx) (2a)
S a(xt) = -0 FVixt) (2b)
where the 2x1 vectors are

vG(x,t) (22)
Vix,t) = vplxd) a
I(x,t) = :gg:g (3b)

Matrices and vectors will be denoted by boldface. The 2x2
per~unit-length inductance matrix, E, and 2x2
per—unit-length capacitance matrix, C, are given by

L= [i: };] (#)
(cate.) —¢
= Ecmm (cR+’¢l:1m)} (4b)

The objective in crosstalk prediction is to solve these
equations for the near—end and far—end voltages as
vNE(t):vR({),t) and VFE(t)=vR( #,t) for a line whose

total length is .# and extends from x=0 to x= . This
represents the Hime—domain solution since the complete
waveforms of these voltages are desired.

The frequency—domain solution assumes the source
voltage of the generator line is a sinusoid, i.e.,
vg(t)=Vgsin(ut), and the line is in steady state. The

above transmission line equations become for this case
[A.1,B.1] :

d V) =-2i() (5a)
di(x) =~ ¥ ¥(x) (5b)

where the phasor voliage and current vectors are denoted

(62)
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. 1n(x)
)= [iﬁ(x)}

and the steady—state, time—domain voltafes and currents

(6b)

are found ag vG(x,t)=VG(x)sin(wt+8VG
vR(x,t)=VR(x)sin(wt+ 8y g (x),
iG(x,t)=IG(x)sin(wt+ ()
iR(x,t)-—-IR(x)sin(m-l» f1p(x)) and the phasor solutions are
V)=V () by lx), Vax)=Vg(x)/byp(x)

I (0)=1509/ 8y (x), Ip(x)=Ip(x)/0p(x). The 2x2
per—unit—length impedance matrix, Z, and 2x2
per—unit-length admittance matrix, Y, are given by

x)),

% = juL
Y =juC

(7a)
(7b)

where w=2#f is the radian frequency of the source. The
frequency—domain, phasor crosstalk voltages are

VNE=VR(0) and VFE=VR( ).
Note that for frequency—domain responses, the

partial differential equations reduce to ordinary differential
equations. As such they are easier to solve usin,
conventional state—variable techniques [B.1). Tie partial
differential equations characterizing the time—domain
response are more difficult to solve. However, an exact
time—domain model suitable for implementation in
lumped—cireuit analysis programs such as SPICE is
described in [I.4] so that the time—domain solution is
essentially solved for lossless lines. This exact SPICE
model can also be used to determine the frequency—domain
solution.

As an alternative, the solution to (6) for the
frequency—domain solution may be obtained with direct
FORTRAN codes in terms of the chain parameter matriz
{CPM) as described in [B.1,1.1). The result is

A [ay(2) (9] [VO
{rm]=[a21(x) &zzm} [I(o)] ®)
S e e
§()

The 4x4 chain parameter matrix, §{ .¢), relates the
voltages and currents at the near—end of the line, V{0) and
1(0), to the voltages and currents at the far—end of the

line, \7( ) and i ), and does not explicitly solve for
these desired results. The terminal voltages and currents
of the line can be determined once the terminal
characterization of the line is specified, i.e.,
VS’RS'RL’RNE* and RFE are specified. For the

transmission line of Fig. 2, this can be accomplished by
characterizing the left and right terminations as

Generalized Thevenin Equivalents as [B.1)

V(o) = V, - 2, 1(0) (92)
V() =12,1(2 (9b)
where

v, = :S (10a)

(10b)

A
0710 Ryp

.
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PR e I (10¢)
= C
g 0 RFE

Substituting (9) into (8) gives [B.1]

(2 yoy T b =19+ 20 H0)=[0y-2 48911V,
(11a)

1(-2)=¢y1 Vo +{Pgg—¢9,%l1(0) (11b)
Once (11) is solved for the currents at x=0 (the near end)
and at x=_.7 (the far end), the voltages are obtained from
(9) and the solution is complete.

It is worth noting that the above matrices and
vectors are of dimension 2 for this three-conductor line.
For a general multiconductor line consisting of (n+1)
conductors, all of the above equations remain of the same
form and only the dimensions of the matrices change (from
2x1 and 2x2 jor the three—condactor line) to nx1 and nxn
for the (n+1)~conductor line. These were solved ir literal
form for a three—conductor line in {B.5]. For n>2,
computer solution metheds must be employed.

1t is important to emphasize, once again, that both
the time—domain and the frequency—domain sclutions for
the general, lossless, (n+1) conductor line can be directly
obtained using the SPICE circuit analysis program or
other similar programs using the technique described in
L]]A . This approach has been used by the author and is

ighly recommended as an alternative to the above direct
sofution of the MTL equations.

HI. The Per—Unit—Length Parameters

As indicated previously, the per—unit—length
parameters are essential ingredients in the solution. For
the wire—type configurations of Fig. 3 we may obtain
so—called wide—separation approzimations wherein the
wires are assumed to be separated sufficiently from each
other and the reference conductor such that the current
and charge distributions around their petipheries are
uniformy; that is, prozimity effect is not significant. Under
this assnmption, the per—unit—length inductances for the
case of three wires in Fig. 3(a) are given by [B.1,C.4]

2
b d
Iy = °zu[-_SL 12
o =22 bS] (12a)
I df{
0
= ln[——] 12b
lR 2x IR Tw (12b)
b d.d
m "~ Ix erGR (12c)

where po=47rx10_7 H/m is the permeability of free space

Eassum.ing the medium surrounding the wires is not
erromagnetic). Similarly, for the case of two wires above

Fg.i?g?i]te ground plane in Fig. 3(b), the inductances are
e (138)
=52 s 2] (135)
b= :—2, h[l%i] (13c)

GR

For the case of two wires within an overall, eylindrical
shield in Fig. 3(c), the inductances are given by (B.1,C.4]

2 2
_H, 'sIg
b“ﬁmk“j

Igr (14a)




Ko [rg-r 141] (14b)

IR. = 2? h rsrwR

_ ‘uo h[[rR {(rGrR)z-{-réﬂerthgmB 8GR'3 1/2]
2 Tllrg (rGrR)2+rﬁ—2rGr?{cosﬂGR 3

‘m

14c
Very few similar closed—form approximations for the c(ase )
of rectangular cross section conductors of Fig. 4 are
available.

The per—unit-length capacitances for the wire—type
configurations of Fig. 3 can be easily obtained if we assume
that the medium surrounding the wires is homogeneous.
Dielectric inhomogeneities such as wire ingulation, strictly
speaking, violate this condition but the configuration can
be reasonably approximated as a homogeneous one by
removing the insulations leaving free space having

permittivity ¢0=3%}-x10“9 F/m. These are obtained using
the reciprocal relation for a homogeneous medium [B.1]

LC = el (152)
where the surrounding homogeneous medium is
characterized by p and ¢ and 1 is the nxn identity matrix

with ones on the main diagonal and zeros elsewhere.
Therefore, the entries in the capacitance matrix can be
found from the inductance matrix as

C=pe L (15b)

For the case of three—conductor lines of Fig. 3, n=2 and
we have

-1
(CG+C ) —Cn IG .
e | ok oo
Defining
A= v2(;G1R_ ;i) (17a)

where the velocity of propagation of waves on the line is
given by

8
v= 1 230 (17b)
VEE  WBE

and p_ and ¢, are the relative permeability and

permittivity, respectively, of the surrounding homogeneous
medium, we obtain from (16)

!

Cp = A (17¢)
'R

¢ = 52 —¢y (173)
‘g

CR=%——Cn (17¢)

If the surrounding medium is not homogeneous, then the
ctapacitance matnx with the medium present, C, and with
it removed (replaced with free space), C ., Tay be

computed, and the inductance matrix is found from

(18)

Typically, numerjcal methods must be used to compute C
and C,, [C.1~C.7]. This is typically the case for ribbon

cables although ignoring the dielectric insulations gives
reasonable results [E.1-E.3].
Again, these results for the per—unit—iength

L= Boto C'0
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parameters, although stated for the special case of a
three—conductor line, can be generalized to the case of a
n+1)—conductor line in a homogeneous medium [B.1,C.4].
hfxl orms of those results are very similar to the above
results.

IV. Lumped—Circuit Iterative Techniques

In the past, lumped—circuit a.llyproﬁmate models
were employed to avoid the direct solution of the MTL
equations. The advantage in doing so is that
lemped-—circuit analysis codes could be used to solve for
the time— and frequency—domain responses directly.
However these models are valid only for frequencies where

the line is electrically short, e.g., .2‘<1%A [A.1,B.1].

Typical such models are shown in Fig. 6. The Lumped Pi
model of Fig. 6(a) has a structure that resembles the
symbol . Each of the per—unit—length inductances is
multiplied by the total line length and lumped as single
elements. Similarly the total capacitances of the line are
split and placed at the beginning and end of the moedel.
The Lumped Tee model of Fig. 6(b) is the duat and
resembles the character T.

Lumped Circuil Approxinoiions

Ry (%4
e gy o . . -
If"‘" ].c.
il pel
vs(ﬂi@ L hd
i Ll wl L 1
1 |
(o) Lumped_Pi
!_G_t.
o2
[T
T Y. s M
1 1. %
cot_]_ ]_cnt 2 Ree

(bl Lumped Ten
Fig. 6. Lumped—circuit approximate models

The advantage in using these models is that no
knowledge of the solution of partial differential equations
in (2) or ordinary differential equations in (5) is required;
only computation of the per—unit—length parametess is
required. However, the model is valid only for frequencies
where the line is electrically short. For higher frequencies,
the line is broken into sections each of which is electrically
small, and each section is modeled with Lumped Pi or
Lumped Tee models. This is the origin of the name
lumped—circuit #ferative models.

The natural question that arises is which of the two
lumped models in Fig. 6 give better prediction accuracies.
The answer is that the Lumped Pi model gives predictions
that are valid over a larger frequency range than does the
Lumped Tee if the termination impedances are "high
impedance”. Conversely, the Lumped Tee model gives
predictions that are valid over a larger frequency range
than does the Lumped Pi if the termination impedances
are “low impedance”. The terms "low impedance" and
"high impedance® are with respect to the characteristic
impedances of the circuits [B.2,B.13}. This is intuitively
seen from the fact that the termination impedances are in
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parallel with the capacitances of the Lumped Pi model,
whereas the termination impedances are in series with the
inductances of the Lumped Tee model. Thus low
impedance loads tend to render the capacitances of the
ELumped Pi model ineffectual, whereas high impedance
ioads tend to render the inductances of the Lumped Tee
model ineffectual.

V. Low—Frequency, Inductive—-Capacitive Conpling

Models

The MTL equations for a lossless, three—conductor
line in a homogeneous medium and sinuscidal steady state
given in (5} were solved in literal form; that is, in terms of
symbols rather than numerical values of the elements, in
[B.5]. This resulting solution showed that the solution
could be reduced to a very simple result if the following
three conditions weze satisfied: (1) the lines are weak!
coupled, (2) the frequency of interest is such that the line
is very short, electrically, i.e., #<<0.13, and (j} the
termination impedances do not differ substantially from
the line characteristic impedances. These criteria are not
precise as shown in [B.7,B.10], and the frequency range of
applicability of this simple model is a rather strong
function of the termination impedance levels.
Nevertheless, this very simple model yields crosstalk
predictions that are sufficiently accurate over a wide range
of useful frequencies for typical line dimensions and
termination impedance levels.

The simple model of the receptor circuit is
illustrated in Fig, 7. Fig. 7(b) illustrates the time—domain
model and Fig. 23:3 illustrates the frequency—domain
model. Both models depend on the DC or low frequency
current and voltage of the generator circuit which can be
approximated by

4-6

R
6(®) 2 o vs() (102)
it g v (198)

In other words, the frequency is sufficiently small that the
effect of the generator line may be disregarded as can the
effect of the receptor circuit on the generator circuit.

For the frequency—domain response, the model of Fig. 7(a)
gwes

-

VNE =juw MNE VS {20a)
Vpg = jo Mpg Vg (20b)
where the termsg MNE and MFE are given by
IND CAP
IND CAP
MFE = MFE + MFE (21b)
and
IND R
NE 1
M = i 7 222
MCAP _ RNERFE . v RL (22b)
v IND RFE 1
gip Ryg*tRpg m~ RgtRy (22)
RyoR R
M NE*'FE L (224)

"RooTRE._°© &

Therefore the frequency—domain crosstalk voltages
increase linearly with increasing frequency (20 dB/decade).
The time—domain solution is obtained from the equivalent
circuit of Fig. 7(b) as
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Simphified Crosstalk Models
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(o} Frequency - Domain Model
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Fig. 7. Simplified inductive—capacitive coupling models

Vagm(t) = M st (232)
Ne(t) =Myg a1 —

=M ars() 23b
vpe(t) = Mpp 37— (23b)

Therefore, the time—domain crosstalk voltages are direct
functions of the instantaneous derivatives of the source®
voltage. Computed results will be given in the next
section to illustrate the relative accuracy of this model.
Fig. 8 illustrates the frequency—domain variation of
crosstalk vol{age with frequency. The portions of the
crosstalk coefficients in (22) which have the IND
superscripts are referred to as the inductive coupling
coniributions whereas the portions which have the CAP
superscripts are referred to as the capacitive coupling
contributions. These are 50 named because they depend
gither on the mutual inductance or the mutual capacitance
between the generator and receptor circuits. Observe in
Fig. 8 that for "low—impedance” loads, the inductive
coupling contribution dominates the capacitive coupling
contribution. Conversely, for "high—impedance" loads, the
capacitive coupling contribution dominates the inductive
coupling contribution. In addition to being a simple
crosstalk prediction model, this separation of the total
crosstalk easily explains the effect of a shield or a twisted
pair on the crosstalk as will be shown in later sections.

X&L Comparison of the Prediction Accuracies of the Three
We will now give an example comparing the
relative prediction accuracies of the above three models for

typical dimensions of a three—conductor line. The
predictions of the three models are verified with
e:tperimental data in the publications listed in the
references and will not be shown. For illustration we will

consider the case of two wires above an infinite ground
plane illustrated in Fig. 3(b). The wires are #22 gauge
stranded (r_ ~=r_p=12.65 mils or .3213mm). Both wires

are at a height above the ground plane of hG=hR=l.5cm.

The wires are assumed to have insulation thicknesses of 15
mils and are touching so that the separation between the
wires is dGR=55.3 mils or 1.4mm. The total line length i3

&=5m which is one wavelength at 60 MHz. The
termination impedances are chosen to be equal to 500:
RS=RL=RNE=RFE=5OQ. The predictions of all three

VFE(')
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COPRRISON OF NTL, LUAPED P, 1HO-CAP NODELS
Cole/Trme run 11/28/90 LT 4D 16 Temperotore 27 0
A o -
Ves
09,5 {frequency} : :
: {0) Low Impedonce Loods (R < Z,) _”i / H
A
- Vg
ll;th 100Kh 1.0mh 10th Lo0k
» VOB (NE1) + VDRIMER) « VIR(MER)
Frequency
Fig. 9. Comparison of the frequency—domain predictions of the
MTL, Lumped Pi, and inductive-capacitive coupling
models
velt)
log o (frequency}
{b) High Impedance Loads {R>Zy)
A A A -
Drorr * {IND , fcae Vg ] :
1
) 1
Fig. 8. Frequency response of inductive—capacitive coupling Vs — T v
models 2 : : .
| 1
models (the MTL model, a Lumped Pi model, and the —_ o e \
r

inductive—capacitive mupﬁn%rde) are shown for the
frequency domain in Flj 9. The predictions of the
transmission—line model [I.4] are denoted as VDB(NE1),
the predictions of the Lumped Pi model are denoted as
VDB(NE2), and the predictions of the
inductive—capacitive coupling model are denoted as
VDB(NE3). Observe that the MTL model and the
Lumped P1 model predictions agree up to some 20 MHz
where the line is 1/3) long. The predictions of the MTL
model and the inductive—capacitive coupling model agree
up to some 4 MHz where the line is 1/15) long.

Fig. 10. A periodic, trapezoidal pulse train

COMPARISON OF NTL, LUAPED P1, INO-CRP MODELS

Time-domain predictions are shown in Fig. 11. A Sufmon e M2 et e S 70
trapezoidal pulse train typical of digital signals is used for
vsﬁ‘fz ag illustrated in Fig. 10. The frequency of this pulse

train is 500 kHz, the duty cycle is 50%, the transition 100m
voltage is 5V, and the rise/fall times of the pulse are
7,=7¢=500n8. The one—way time delay of the line is

Tp=16.7ns. Therefore the pulse train has 7,7, = 30 Tp,. Sow
it is shown in [J.1,J.4] that in order for the

> inductive—capacitive coupling model to provide adequate
ter 10 Dav
predictions, r_7.>10 T.,= . The crosstalk voltages ;
»p'f D73, 108
appear during the transitions of the soutce voltage since i
they are related to the derivative of vs(t) according to -
(23). Therefore the larger the "slew rate" of the source, i
v :
ie., —(RE, the larger the crosstalk pulse amplitude. R
Al of the predictions shown in Fig. § and Fig. 11 '
were computed using PSPICE, the personal computer N SR T
version of SPICE. The SPICE MTL model is that ey + vimny + viedh Lo
described in [1.4]. The Lumped PI model is implemented Tree
using lumped inductor and capacitor elements of SPICE.
The inductive—capacitive model used controlled sources to Fig. 11. Comparison of the time—domain predictions of the

implement the models of Fig. 7. Programming all three MTL, Lumped Pi, and inductive-capacitive coupling
models in SPICE in this fashion is quite simple, models for a trapezoidal pusle train
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VII Inclusion of Josses

The previous models assumed that the line was
lossless; that is, the line conductors are perfect conductors
and the surrounding medium is lossless. Assuming a
lossless medium is typically a reasonable assumption for
frequencies below the GHz range. However, there are
cases where the assumption of perfect line conductors is
not adequate. This gererally occurs for lower frequencies
and results in an additional contribution to the inductive
and capacitive coupling contributions. This phenomenon
is illustrated in Fig. 12. Suppose that we relax the
requirement for perfect conductors in the case of the
reference conductor, i.e., we assume that the reference
conductor has a finite but nonzero conductivity giving it a
resistance per unit length. Suppose we further lump that
distributed resistance into one net resistance of the
reference conductor, RO. At low frequencies where the line

is very short, electrically, the distributed effects of the line
may be neglected and we may use lumped—circuit analysis.
The phasor current of the generator circuit is
approximately

4-8

v
i 5

Rg+Hy

ne

a (24)

and approximately all of this flows through the reference
conductor generating a voltage across it of

Vo2 Rylg (25)
This gives contributions to the near—end and far—end
crosstalk voltages of
CI R v
¢ NE S
Vup = R 28a
NE = Ryp+Epg 0 Rg+R;, (262)
VCI Rpp 2 Vs 260)
= — 26
FE = RyptRpg 0Rg+Ry

These crosstalk contributions are referred to as
common—impedance coupling and are denoted with the
superscripts CI. These contributions are frequency
independent and appear as a "floor” that limits the
crosstalk as illustrated in Fig. 12, The total crosstalk can
be approximated by the sum of the common—impedance
coupling in (26) and the inductive—capacitive coupling in
(20){22) for electrically—short lines.

This is, of course, an approximate way of includini
line losses, and in particular, imperfect line conductors.
more exact way of incliding the resistance of the
conductors is to add a per—unit—length resistance matrix

to the time—domain MTL equations in {2) or the
frequency—domain MTL equations in (5) {B.1]:

R (rG+ ) I
1o (tgt1y)
where G and Iy, are the per—unit-—length resistances of

the generator and receptor conductors, respectively, and Iy

is the per—unit-length resistance of the reference
conductor. The DC values of the resistances are usually
sufficient since skin effect is not well developed over the
low frequencies where these parameters substantially effect
the total crosstalk.

VIII. Shielded Wires

Suppose the crosstalk for the above
three—conductor line is of sufficient magnitude or spectral
content to cause interference problems. There are
{ypically two courses of action that are used to attempt to
reduce this crosstalk to tolerable levels: (1) place a
crcular—cylindrical shield around either the generator
wire, the receptor wire or both [F.1—F.7] or (2) replace the
generator andfor the receptor conductors with a twisted
pair of wires [G.1-G.10]. In the remaining sections of this
peper we will discuss how and when the use of either of
these methods will or will not reduce the crosstalk.

(27)
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Common-Impedance Coupling
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Assuming Perfect Conductors
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Fig. 12. Common—impedance coupling due to imperfect conductors

Consider placing a shield around the recepior wire
of the two wires above a ground plane in Fig. 3(a). The
shield could also be placed around the generator wire. We
will examine the effect of the shield using the simple
low—frequency, inductive—apacitive coupling model. The
emphasis will be on the frequency—domain response. More
exact MTL models can be formulated and solved as
described in [F.1,F.2,F.4—F.7] and [1.2,1.3]. Also, the usual
lumped—circuit iterative models such as the Lumped Pi
and Lumped Tee models as in Fig. 6 can be easily adapted
to handle this case. Although the inductive—capacitive
coupling model covers a smaller frequency range than the
MTL or lumped iterative models, it yields considerable
insight and will be used for that purpose.

The capacitive coupling contribution is illustrated
in Fig. 13. The self capacitances between the generator
wire and the ground plane and between the shield and the
ground plane are omitted since they provide second—order
effects. The total mutual capacitance, Cm, is the

per—unit—length mutual capacitance between the generator
wire and the shield multiplied by the line length. This can
be computed using the equations of section III, (13b),
where we replace the radius of the receptor wire, LR

with the overall radius of the shield. The mutual
capacitance between the shield interior and the receptor

wire, CS, is the per—unit—length capacitance of a coaxdal

cable multiplied by the line length [A.1]. This gives the
equivalent circuit shown in Fig. 13. If the shield is not
"grounded" (connected at either end to the ground plane),
then the capacitive coupling becomes [F.1,F.3]:

VCAP \:TCAP RNER’FE o RL v (26)
= N i 28

which is essentially the same as with the shield removed
since, for typical dimensions, Cm<<CS. Now suppose

that the shield is grounded at either or both ends. If the
line is electrically short, then the shield voltage, vSH’ is

essentially zero at all points along it and the capacitive

coupling is reduced to zero. Thus, the ghield reduces the

apacitive coupling only if the shield is grounded at one or
th ends.
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Effect of Shiefd on Capocitive Coupling
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Fig. 13. Effect of a shield on capacitive coupling

Now let us consider the effect of the shield on
inductive coupling. Consider Fig. 14. The generator
circuit current produces a magnetic flux that threads both
the receptor circuit and the circuit formed between the
shield and the ground plane. This induces a current

flowing back along the shield, 1o, which produces a

counteracting flux that couples with and tends to reduce
the net flux penetra.ting the receptor circuit. The
equivalent circuit for the receptor and shield circuits is

shown in Fig. 15. The generator current, iG' induces a
source in the receptor circuit, ijmfG, and a source in the

shield—ground plane circuit, ijmi G and the two mutual

inductances between the generator circuit and the receptor
circuit and beiween the generator circuit and the shield
circuit are equal because the receptor conductor is
collocated with the shield. This mutual inductance can be
computed from (13¢). The self inductance of the
shield—ground plane circuit, LSH' can be computed {rom

(13b) by replacing the receptor wire radiug with the shield
radius. The shield current induces a source, ijSHiSH’ in

the receptor circuit. It can be shown that the mutyal
inductance between the shield—ground plane circuit and
the receptor—ground plane circuit are identical since the
receptor wite i8 located on the axis of the shield [F.1-F.7].
The total resistance of the shield is denoted as Rgyy. This

circuit can be solved to yield

IND R R

. NE . SH

v = ju v (29a)
NPEI}D RygtRpp im Rt Julgy 'S

1 R R

- FE . SH

Ver =- ol v 29b
FE Ryg+Rpg “lm Rt jwlgy 'S (29b)

For frequencies where RSH> n.vI.iSH this expression reduces

to that with the shield removed and the shield has no
effect on inductive coupling for these frequencies. Above
this {frequency, ”LSH>RSH’ the inductive coupling

becomes independent of frequency as illustrated in Fig. 16.
All of this discussion of inductive coupling assumed that
the shield was grounded at both ends to allow a ghield
current to flow back along the shield to produce this
counteracting flux. If the shield is not grounded at both
ends, no shield current can flow, and the shield has no
effect on inductive couplinﬁ. Also, even though the shield
is grounded at both ends, if the frequency of excitation is
ow w =Rep /LSH’ then the shield also has no effect
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Fig. 14. Effect of a shield on inductive coupling

Simplified Model of Shielded

Recaptor Wirs

A . LY
Jwhw Ig juleyIgy
f;\ Q chep!or
\vy hy Wira
+ +
IND
By < e . :?m
I .
gm o Shisld er‘) FE
- . -
Rsn LSH ]UL.Io
A 2 v

Fig. 15. Simplified model for inductive coupling to a
shielded receptor wire

even if it is grounded at both ends.
This simple analysis explaing when the addition of a

shield will or will not reduce crosstalk. Consider Fig. 17.
The notations in this figure denote the shield ungrounded
at either end (0O), the shield grounded at the near end
only {§0), the shield grounded at the far end only (0O8S),
and the shield grounded at both ends (§§). The total
crosstalk is again the sum of the inductive and capacitive
coupling contributions. Suppose the termination
impedances are "low impedances". Prior to the addition of
the shield, the inductive coupling will dominate the
capacitive coupling. If the shield is added (either around
the generator wire or the receptor wire) and is grounded at
only one end, only the capacitive coupling will be reduced,
and since the total coupling is inductive, no reduction in
the total coupling will be observed. If the shield is
gzounded at boih ends, the capacitive coupling will again

removed but the inductive coupling will be reduced
above w =Rep [Lop. Thus for low—impedance loads a



™

Effect of Shield Grounding on
Inductive Coupling

4-10

’
INO ,

L Shieid Grounded
at Both Ends

S

TECHNICA

Ry = wigy

Fig. 16. Bifect of shield grounding on inductive coupling
for a shielded receptor wire

Effect of Shield Grounding

08,850,858

Low- Impedonce Loads

High- Impedonce Loads

Fig. 17. Effect of shield grounding on crosstalk to a
shielded wire
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shield will reduce the total coupling only if the shield is
grounded at both ends and only above . Conversely

consider the case of "high—impedance" loads. Here the
capacitive coupling dominates the inductive couplin
before the ghield is added. Suppose a shield is added to
cither the generator wire or the receptor wire and is
grounded only at one end. The capacitive coupling is
removed but since it was dominant the total coupling is
reduced (to the inductive coupling level which is
unchanged). Now if the shield is grounded at both ends,
and the frequency is above w, the total coupling will be

further reduced above «, since the inductive coupling is

reduced. Thus for high—impedance loads, a shield will
reduce the total coupling if the shield is grounded at at
least one end and above w,_ if it is grounded at both ends.

Consequently, placing a shield around a wire may or may
not reduce the total crosstalk and the above notions
explain when they will or will not reduce crosstalk.

iX. Twisted Pairs

‘The second option is to replace either the generator
wire or the receptor wire with a twisted pair. Consider
replacing the receptor wire with a twisted pair. There are
basically two configurations illustrated in Fig. 18. In the
unbalanced configuration, the far end is ungrounded and
one end of the near end is grounded. Both ends are usually
not grounded in order to avoid ground loops. In the
balanced configuration, each wire of the twisted pair sees
the same impedance {0 ground. This is commonly
implemented with center—tapped transformers (BALUNS)
or with dual-input, dual—output operational amplifiers
{line drivers and line receivers}. We will concentrate on a
simplified explanation of the coupling to twisted pairs
using the inductive—capacitive coupling notions. The
reader is referred to [G.1—G.10] for a more detailed
discussion.

Unbolaonced

Note: Grounded o1t oniy one end to aveoid
ground loops.
Balonced

| z

I:in
(7
At Ree
VNE RNE
A
z

Eoch wire of twisted pcir sees scme
impedance 1o ground ot each end.

Fig. 18. Twisted pair configurations for unbalanced and
balanced modes
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The twisted pair inherently affects only the
inductive coupling in the manner shown in Fig. 19. The
current of the generator circuit produces a flux that
threads the loops of the twisted pair of the receptor circuit.
This induces opposing emf’s in adjacent loops as illustrated
in Fig. 20 where g denotes the length of a "half twist".

Similatly, the capacitive coupling is represented as current
sources attached to each wire of the pair in the faghion of
Fig. 7. If we "untwist" the twisted pair, we arrive at the
model shown in Fig. 21. Observe that the emf’s in
adjacent loops tend to cancel leaving the net inductive
coupling as that of one half twist. Thus the inductive
coupling has been reduced by the twist. On the other
hand, tge current sources attached to the grounded wire
are shorted out 50 that the total capacitive coupling is
approximately unchanged. Thus the twist does not, in
itself, reduce the capacitive coupling. In order to reduce
the capacitive coupling, balanced loads such as in Fig. 18
must be used.

These notions are summarized in Fig. 22 for the
case of an unbalanced twisted pair. This figure compares
the difference in crosstalk between the receptor wiring
being an "untwisted pair" and being a twisted pair. For
the untwisted pair, either inductive or capacitive coupling
will again be dominant. For "low—impedance" loads,
assume that inductive coupling dominates capacitive
coupling prior to twisting the pair of wires to produce the.

twisted pair. Twisting the wires reduces only the
inductive coupling so that the total coup]jzg drops to the
capacitive coupling level of the original configuration (the
untwisted pairg. onversely, for "high—impedance” loads,
assume that capacitive coupling dominates inductive
coupling prior to twisting the pair of wires to produce the
twisted pair. Again twisting the wires reduces the
inductive coupling component but does not substantially
change the capacitive coupling component so that the
reduction of the inductive ¢coupling by the twist does not
cause the total coupling to change. Thus for the
unbalanced case, use of a twisted pair will reduce the total
crosstalk only for "low—impedance™ loads. Since balancing
the loads will reduce capacitive coupling, for the balanced
case, use of a twisted pair will reduce the total cxosstalk
for both "low-impedance” and "high—impedance™ loads.
References {G.1—G.10] contain experimental data that
confirm these notions.

X. Summary and Conclosions

This paper has summarized the methods for
predicting and reducing crosstalk. The fundamental
prediction model is the distributed—parameter, MTL
model whose fundamental assumption is that the TEM
mode of propagation is the dominant mode of propagation
on the line. Typically this is satisfied for lines whose
crossectional dimensions are much less than a wavelength
or for frequencies typically up to the GHz range. All other
models are approximations to this model. The
lumped—circuit iterative models attempt to approximate
the MTL model for frequencies where the line length is
electrically short. The applicable frequency range depends
on the type of line. For cable bundles up to 5m in length,
these models are valid up to some 10 MHz. For shorter
cables they are valid to higher frequencies. For typical
PCBs they are valid to hundreds of MHz [J.2].

Considerable insight is gained with the
inductive—capacitive coupling model. This model is valid
for lines that are very short, electrically, and are weakly
coupled. These restrictions seem to be severe but for
practical dimensions, they allow reasonable predictions
over a significant frequency range and are amenable to
hand calculations. The MTL and lumped—circuit iterative
models generally must be solved with digital computer
codes. The simple inductive—capacitive coupling models
allow a simple explanation of when the addition of a shield
or a twisted pair will or will not reduce crosstalk.

And finally, it is worth pointing out that most of
these concerns with crosstalk would be eliminated if the
metallic conductors were replaced with fiber—~optic cables.
There is certainly virtually no crosstalk between these
types of cables. Any and all coupling will take place at the
ends where the "photons are converted to electrons” to
adapt to conventional signal processing. However, it is
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Effect of Twisted Pair on
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I nductive Coupling

Fig. 19. Effect of a twisted pair on inductive coupling

Simplified Model of Twisted Pair
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Fig. 20. Simplified model of coupling to a twisted pair

unrealistic to expect that fiber optic cables will solve the
crosstalk problem in the near future since
metallic—conductor cables are in considerable use, and a
complete conversion to fiber—optic cables is not realistic to
expect. Some use of fiber optic cables is being made in the
newer weapon systems, but there is a large inventory that
uses metallic conductor cables which are not likely to be
replaced in any great volume. Therefore we will continue
to have to deal with this problem of crosstalk between
metallic—conductor cables for some time in the future.
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GROUNDING, SHIELDING AND BONDING

by Prof. Ir J, Catrysse
K.IHWYV, Zeedijk 101, B-8400 Oostende, Belgium

In the EMC-design of systems and circuits, both grounding and shielding are related to the coupling
mechanisms of the system with (radiated) Electromagnetic Fields. Grounding is more related to the
source or victim circuit (or system) and is determining the characteristic of the coupling mechanism
between fields and currents/voltages.

Shielding is a way of interacting in the radiation path of on electromagnetic field. In this text,
basic principles and practical design rules will be discussed.

0. Introduction

§ sircuit 1 G
? eircuit 2 g

Considering an electronic system, and locking -1
* for the coupling mechanisms with the "outside”
world, two important coupling paths from circuit
level into ambient fields (or vice-versa) may
be distinguished. This is sketched in
fig, 0.1,

hote

conne

cabte Fig. 1.1. : Common mede impedance coupling.

The presence of a ground wire or plane is also
influencing the characteristic impedance of a
couple of wires. The value of this characte-
ristic impedance is important for matching
gsources and loads, or to a avid us wanted re-
flections {ex. in binary bus systems). This
problem is discussed in another paper. See

earth / ground
Fig. 0.1. : Coupling of systems to fields.

Tt should be mentionned that "system"

means any electronic system or cireuit. fig. 1.2
Referring to fig. 0.1., the sketched
PCB's are again a system b)" thimselves. 1,/1  (a) Basic Balanced-Line Transmission System Iy 1
And the given system can be a subassembly l% 11 ] ::jiL
in a larger context. This means that all +Data Wl =
characteristics and design rules and con- lﬂxﬂf Receivar [
clusions are walid at all levels of an Dziver Stroves
electronic circuit. As an example should (b] ata Bus or Party-iine System
be mentionned that coupling characteris- 'f{:ﬁﬁijﬁnrﬂ Receiver in
tics of a couple of wires are exactly strobes Steobes
determined by the same physical properties 1 *“j}j
as it is for tracks on a PCB. The same +
may be said for shielding subassemblics EEﬁLjé::EEL :g:ﬂ;ij ______ i
in a larges system compared with the Inhtbits o

Driver 1 Oriver im

shielding of the whole system. So, general
conclusions have to be translated every
time into the typical parameters at the

3 d level he design. . f e s
aproplate vel of the design Fig. 1.2, : Characteristic impedance for

matching bus systems.

1. Grounding And thirdly, the presence of a ground return

wire is influencing the crosstalk between wires
or tracks. Fig. 1.3, sketches crosstalk geometry,
Also this effect is discussed in other papers.

In electronics, grounding is a very general
word and concept, and is used to describe
a lot of techniques. The only common item
in all applications is that a system is
connected to the point of the reference
potential used in the system. For a lot of
applications, this means the "earth", but
not any time.

1.1. What not ?

In electronic design, grounding is used

for a lot of targets. First of all, it

is used as the conductor for the return
cirrent of data and signals or of the
power system. When the same wire or track
is used for the return-current of different

subsystems, problems may occur because of
these currents causing a voltage drop
over the impedance of the wire (fig. 1.1).
This effect is called commen impedance
and will be discussed in another paper.

Fig. 1.3. : Xtalk geometry of wires or tracks.

Grounding is a very important tool to avoid
problems from the mentionned effects. However,
grounding is alsc very important im the cou-—
pling of systems to electromagnetic fields.
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1.2. Ground loops. For the emission problems, it is easily seen
. . . m
As might be seen from fig. l.4., connecting that 3 : portant parameters are influencing
the radiated level, frequency f, current I
two systems together causes some current
: . (oer voltage E} and the loop area A. Both,
flowing from the first to the second one. :
: X frequency £ and current-level I are directly
Depending on the convecticn mode used, . . .
p . related to the electronic design choice of
the return current is flowing over the earth/ - . :
. p clock , logic family, power consumption
ground (fig. 1.4.), or through a well defined . : 1
retur Ly disc of decoupling capacitors, ... .
eturn wire. The loop area has only to do with the "mecha-

nical” design, i.e. layout on PCB, wiring of
subassemblies, cable connection between sys-—
tems,... . The area to be considered is the
area of the locp formed by the wire (on
- PCB-track) carrying the current and the
- \\ ground wire {track, plane) carrying the

1

aor
pawer casle

return current. An example is given infig.l.5.
earth / ground Also for the susceptibility or recelving .
problem, nearly the same parameters are coming
in : field level (E or H}, frequency and loop
area. The difference i1s however that field
level and frequency are coming from the
"unknown' ambient and are not directly re-—
lated to the system under consideration. The
only design parameter which may be taken into
account, and is under the control of the
system designer, is the loop area A. The fact

= canh/ground

Fig. 1.4. @ Return current flowing over earth. that designers have to deal with unknown ambient
In any case, a kind of lcop is created where levels makes the susceptibility problem harder
the same current is flowing through. This than the emission one.

generates a magnetlic field, which is radiated For both cases may be concluded that the

in the ambient. Otherwise, a noosy electro-— preblems are not only depending on the electro-
magnetic ambient induces in such a locop an nic design itself {ex. choice of components),
induced voltage. For both cases (emission, but also on the mechanical design, normaly the
reception), characteristics of the coupling generation of current loops. Because the ground
mechanism may be derived from the theory of is used to carry the return cuyrent {in asym—
leop antenna's. From electromagnetic wave metrical system)}, the physical emplacement of
theory, it follows (see fig. 1.5) : the ground is the dominant factor in this

loop coupling mechanism between fields (E/H)

- emission : near field H = I/BEiA.I and the system (V/I).
far field H = f*. 3 AT However the effect is depending of the trans-
1 mission mode used in a system {(Common mode/
= f Fl A.E Differential mode}. But as a general concliu-
: 1
sion may be stated that loop area's should be
= reception : E; =1 4 dH/dt = w AwE/I20w minimised, and a good choice of the routing
{(Plane wave) of the grounding wires or planes is crucial
for the good working of a system.
S T T ERgs 1.3. Common mode/ Differential mode
I %f_ ! I Systems are reacting to the ambient in a
;":4 Z *g different way, following a common or diffe-
o = s H rential mode coupling. This will be discussed
-m)é; 3 w” in detail in another paper. However, some
T characteristics are summarised. In fig. 1.6,

T

basic concepts of CM/DM are sketched, and
also the coupling area with the ambient. It
is clear that for a normal concept of systems,
° the (M-loop area is dominant.

Minimising this loop area is one of the very

[ETRY

i

s H o important design parameters in circuits and
T ) systems by routing apropilately the ground-
reference. -
taft ou
i
3 1
) ’
i BaLsi -3 - s Elegiromagnelic Wave
i o eciromag
i
! %
Mr = Box #1 s N Box #2
o 3 SRR
e ; e [ e
ﬁ : h h COFERENTIAL MOOZ—Rods =i respact 16 ground 3 + "F:T‘T': j .
i - soop (7"
S Y DR 2. S ) P
o LA tase Case i
s T
e v T
E] ;W?
- Z / 7
Ground Plane
Fig. 1.5.: Radiation from a loop: Fig. 1.6. : CM/DM coupling.

- H/E field radiation at distance
of 3m from a 1 cm’loop/l m A

- induced voltage in 1 e’ loop
by plane wave ! V/m
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It should be noted that on a PCB, a CM system
is used for routing, even bringing in 2 common
impedance problem., For DM-like systems, an
unwanted ground loop may induce an interfering
signal, due to unbalances in the DM-system.
Opening such "unwanted" loops may be done by
"ungounding" systems {ex. not connecting

PCB's to the shielding box). Minimising loop
area's may be achieved by using good, large
ground planes, with a well known position
referred to the system. An example is given

in fig. 1.7. for a small PCB and for a large
computer system.
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Fig. 1.7. : Ground planes.

1.4. Other grounding rules.

In the sections above, a lot of grounding
rules were mentionned with respect tp the
electronic system itself. Other reasons
for grounding {or referencing to earth)
are related to safety and shielding. It
should also be noted that grounding is
not always connecting a system to the
earth. Some reasons for grounding are

® Shock and safety hazard control

(earthing):
- lightning
- power system failures

o

EMI-control :
- control of a current discharge
parth for ESD
- faraday-shield return reference
- common-mode loop control.

When looking for the last item, this may

be in confliet with the other requirements
for safety (ex. opening a ground-loop).
Safety, shock and lightning require a low-
impedance connection to the earth, and even
a good distribution over the system of this
earth-reference.

As a gemeral rule, it should be stated that
there should be NO mixing of grounding/
earthing connections related to different
topics. As a typical example can be mention—
ned the direct dischange current of an ESD-
hazard. This current may flow through the
reference ground of a.system, causing
dammage or at least common impedance induced
voltage (see fig. 1.8.).

ESD Arting oh
TulepPone Honaset

Q‘;‘.,""’/ (3 1 s Maallic
== gy’ ! égg‘:i‘nmmuw

J

To PBX Ground [*,

On Melntramas

On PCB Mounted
Switches, Indicators,
Membrene Keybosrds|
L'O Pina, stc.

Fig. 1.8.: ESD discharge paths.
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For the control of hightning and ESD-effects,
and also for the faraday-shielding (of trans—
fermers, ...}, it is essential for a good
working that the connection between parts of
the system and the ground/earth is done at a
really low impedance level. This problem is
known as banding. It is referred to section III
for the discussion of banding techniques.

1.5. Conclusions.

Grounding is a very important action in elec-
tronic system design, because of the influence
of the ground in differeat topics related to:

safety and shock-protection
lightning and ESD-control
faraday-shielding

common mede loop control

Xtalk and transmission-line related
characteristics

o 0 o o o

As a common requirement, for all applicatioms,
is the need of a low impedance ground reference.
This means not only a low resistance, but zlso
a low inductance for both the ground reference
and the banding wires. This is a hard requi-
rement for ambients and interference signals
with a spectrum holding high frequencies.

And as a general rule, all grounding and
earthing references and connections may not

be mixed when they are related to different
topics, requirements, systems or subassemblies.
In practica, this means a seperate ground
reference for critical signals for analog and
digital signals, for noisy systems, ... .

All these seperated wires shouldn't only be
connected at the REAL reference point of the
system (Single point/Star grounding).

And as a last point, it should be mentionned
that the mechanical design and layout is
crucial for the good werking of a system :

® ground-reference acting as the return

current conductor, creating a ground loop
(coupling to the ambient EM fields).

crosstalk, shielding and characteristic
impedance of wires /cables/tracks on
PCB's, backplanes and subsystems.

controlled routing of discharge currents
of ESD/lightning and safety earth.

A typical example is the pigtail commection
to cable shields, ESD-earths, safety earths
of main filters, ... creating a loop-antenna
inside the system to protect and causing in
this way a new source of EMI problems instead
of offering a solution, even using a shielded
box.

2. Shielding.

Tackling interference problems may be dome at
3 levels : by acting on the source level by
reducing the emission levels and spectrum.

By acting on the victim level by reducing the
susceptibility (or increasing the immunity).
And by acting on the transmission path. This
latter action is depending on the coupling
path, For conduction problems, the use of
filtering techniques must be considered. For
radiation problems, the use of shielding tech~
niques is required.Because shielding is direct-
ly related to radiation, electromagnetic field
theory is concermed with, In fig. 2.1., an
example is given of a radiated spectrum, com~
pared with a typical emissicn-level standard.
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2.1. Basic Shielding Theory

Basic shielding theory is starting from max-
well equations. Depending on the model used
for the shielding material or housing, three
different techriques are used in practice :

° Schelkunoff, using a transmission-line
like model and an infinite flot panel
of shielding material.

Koden, using a uniformous field dis-
tribution for closed boxes

® circuit theory, using induced currents
in the materials and an equivalent
circuit diagram.

Referring to practical box design, Koden
and circuit theory are giving best theo-
retical results. But referring tc the
measuring techniques for evaluating the
Shielding Effectiveness of materials, the
Schelkunoff-theory is best fitting to these
measurement methods,

When a wave is impinging on a barrier, a
reflection is generated.

Part of the wave is transmitted through
the barrier. During this transmission, the
wave may be attenuated. Multiple reflec-
tions may be generated, due to the second
transition of the barrier to the aim.
Global attenuation or shielding value will
be a combination of these 3 effects :

- first reflection (R)
- multiple reflections (B)
- attenuations (A)

This is sketched in fig. 2.2.

Ailr Conductive shield Air

Incident wave
( power P1 )

Reflected wave

Multiple retlected:w/

Fig. 2.2,

Shielding effectiveness (SE) is defined
as the ratio of the field strength in g
point IT without and with the shielding
material. This refers to the definition
of insertion less (I.L.) in circuit theory.

Transmitted wave

(powerPa)

@)

: Shielding of materials.
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Starting from Maxwell theory, it may be cal-
culated using Schelkunocff theory that global
shielding is given by :

SE(aB)™ R(agy * A¢aB)y * Bam)

where 1 R= =20 log 1 (1 + p)(1 - p)li
A= 8.68 t Vilow/2 = 8.68 t/&
B= 20 log Il I - ptexp(-2t/81l

skin depth = V2/uce'

2T frequency

conductivity of the material

=l u = permeability of material

° . . . Zmetal- Zwave
= reflection coefficient = ————7—f——
Zpetal*t Zwave

For materials where t €8, SE =R + B
t>&, SE=R + A

T ¥ Q g O
[

Note that & is frequency dependant.

As in classical transmission line theory,
the reflection ccefficient is function of
the ratio of characteristic impedances in
the material. Electromagnetic wave theory
gives 1

¥
Zave = \/E—" = 120m = 377Q=
0

Zair for far field{plane wave)

"

7 A Y for near field, E-field
vave = T~ | &
o

]’ 7

2 .

Iyave = :r EQ for near field,H-field
[+]

In general, Zyaye is noted as Zyaye =

W

=
<

[ . |
Imetal = \{'2? L+ D=0+ 55

The distinction between E/H field condi-
ticns are made for near field conditions,
i.e. the distance r from source te barrier
is smaller than A/21t (A= wavelength).
This is discussed in another paper.

k

The wave impedance is sketched in fig. 2.3
as a function of frequency, distance to the
source and type of source.

tric fleld source

2.d. wire antenna, dipole anterna

ameln? | wign e
v D—r\ 21210 |5—
»
law H
Near field Far fieid
Magnetic field source
e.g. losp antenna
antenna high M
>
1t =5 D | S
fow E
Near field Far field




tog (wave Impedance Z In ()

CUMENT PROVICED BY THE

al  etectric R=constant=2m ]
- dipole -
:} Far field J
- -
- magnetic 7
' dipole ]
[+ = c .
. 2nR
[ Lok Litll Aodd ALK AL 31 43443 AdA kbt 4
[+X+)] 010 .00 10 100,00 100G
frequency (MHz}

log (wave Impedance Z In Q)

R 1 = constant = 2 MHz ]

o dipole b
It po Far fleld
2 [ ]

[ magnetic 1
"I dipole 2 ]
o} m—
Ot 2 1

[ L L %1 2ik). 101 14Lu) 11 131113 111 13113y A b 1 tarl
om 0.10 Lo 16,00 000 1000

distance R (In m)

Fig.2.3.: Wave impedance.

Given the above expressions, it follows that
for the SE-value SE = R + A + B, all three
components are depending on some parameters :

* Reflection loss (R)= -20 log HI(l+p)l-p)ll=

4 Zmetal Zwave

(Zpotal + Zwave)’

- Znetal/Zyave -l
Zmetal/Zyave *!

_ K V“o/%
a+)HV wu /20

It follows that R is a function of

Zwave

Zmetal

- distance source to barrier (near field/
far field)

- conductivity o of the material

- permeability of the material

- frequency @

R is not directly related to the thick-
ness of the material.

An example of the Reflection component is
given in fig. 2.4.

Retlacilon lass R {in dB)
120

LLEL] LAl T P aTLTHET T VTN T roroml LR IR LLLL
100 electric -
. dipole ]
8 b -
60 -.
| distance source - shield = 2 m ]
% | 4

| magnetic

dipole
2 po
o L1 J1lby L 1 l1l31tin) lLiiLlpl, NI bt 1 1ELIF
0.0 Q.10 1.00 10.00 100.00 100¢.00
trequency (MHz)
Fig. 2.4, : Reflection loss R as function

of frequency
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* Absorption loss (A) = 8.68 t/6
t = thickness of the
material

5-3

& = skin depth =

2
Low

It follows that A is a function of

- conductivity o of the material
- permeability 1 of the material
- frequency w

- thickness t of the material

A isg nmot directly related to the near field/
far field conditions of the system.

* Re~reflection loss (B) =20 logll !l —p? exp
(-2t/&)ll

This factor B is a function of :

- conductivity ©
-~ permeability u
~ frequency w
thickness t

!

An example of the Re-reflection component B
is given in fig. 2.6.

Multiple reflections component B (d8}

T

T

T T rTITY

T T

100

50

(I T U T T VI |

thickness in mm:
3 -

1 -
RN A NS B R ETIT
10.00 $00.00 10:00.

frequency (MHz)

T I ~TrrrrtT o7

g
©.10

1 TrEsIUL
1.00

-9

0.01

Fig. 2.6.: Re~reflection B as function of

frequency

However, the three factors don't have a similar
relationship to the mentionned parameters or
variables. It means that different sets of
values (R, A, B) may occur, giving the same
amount of SE = R + A 4+ B. This combination for
SE is given in fig. 2.7 for a typical example,
for far field conditions. It is seen that for
these conditions SE is nearly flot up to
higher frequencies, where the absorption com~
ponent A becemes the dominant one.

The Re-reflection effect disappears also auto-
matically when the thickness t of the conduc-—
tive layer comes in the same order as the

skin depth &, because of the absorption (or
attenuation) effect in the material.
Approximate formulas are given in the next
table.

Absorption loss A (dB)
120

™TITTIT T TTTIE T T T T T T T T

100 - T

06 S/m 1

60 P
L

I thickness in mm: 10

1000.00

10.00
trequency (MHz)

100.00
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Shielding efficiency SE (dB)
T rrrmr T rrromr T T TTIrT T T T T TTTT
{ar fleld
o =2005m

100

t=3mm

Retlection R o=t

TotalSE=R+A+B

T T T
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\
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Multipie reflections B 4
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0.0 o1g 1.00 10.0Q 100,00 1000

frequency (MHz)

Fig. 2.7, : SE
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Because the square resistance Rg= 1/66

= Vuw/Zc, most of the expressions are

given in literature as funection of Rg,

Rg is a well known material parameter in
practice. The only problem is to measure Rg
for filled conductive plastics, where the
conductive material is mot available at the
surface.

2.2, Measurements.

Specifying shielding materials in modern
electronic system design is a rather com-
plicated decision. The influence of a lot
of effects has to be taken into account :
holes, openings, joints, etc. Therefore,
the choice of a shielding material will
depend on a series of requirements, also
for mechanical design. The shielding effec—
tiveness (or SE) of a material may be spe-
cified using different methods. These
methods are used for the evaluation of
materials in both near and far field.

All of these methods have advantages and
disadvantages, ranging from careful

sample preparation up to very time con-
suming measurements in order to obtain
exact SE-values, directly measured SE-
values or calculation work.

Far Field (or plane wave)

All testing methods for far field condi-
tions are based on the assumption that the
ratio of E-field/H-field (impedance) is
constant, Therefere, all test-cells are
based on a2 ceaxial transmission line,
where the ratioc of voltage and current
(characteristic impedance) is constant.
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2,2.1. ASTM-ES7-83

This obsolete cell (see figure 2.2.1.) is an
expanded coaxial line, with a continucus inner
conductor.

Fig. 2.2.1. : ASTM=-ES7-83

It follows that samples must be prepared
carefully, because good contact must be made
with both the outer and immer conductor. Other-—
wise, the effect of these contact impedances

is measured and may be the dominant factor.
This may significantly interfere or hamper the
determination of the SE-value of conductive
plastics.

Vout(empty cell)
Vout(loaded cell)

IL =

The empty-cell reference needs ne special
preparations.

2.2.2. ASTM D 4935

This new standard (see figure 2.2.2.) is

based on a test-cell with an interrupted inner
conductor, and a flanged outer conductor.

For surface conductive materials (metal sheets,
foils, painted plastics, etc.), the method
seems similar to the ASTM-ES-7-method, For
conductive plastics, the method is based on a
capacitive coupling.

__Thickness 3mm

L
|
|

! ]

”

o
MHr 200 400 600 800 1000
2 o8 -6 -4 -9 -51 -54
#2 d8 56 51 Riod & -65
#1 Jd8 65 &6 65 4

Fig. 2.2.2, : ASTM D 4935




THIB DOCUMENT

Samples must completely cover the cuter
langes and no contact is allowed between the
halves of the cell, (Plastic screws must be
used).

The reference measurement for the empty cell
is done with a reference sample in the cell,
covering only the flanges and the inmer con-
ductor. This methed is very complicated
because for every measurement or material,
the appropriated reference sample {(of the
same material) is needed. However, the
accuracy is very high, although problems may
occur for some surface conditions of the
samples.

PROVIOE

2.2.3. TEM-t cell

A very simple and easy new test-method has
been developed. The test-cell (see figure
2.2.3.) based on a TEM-cell with an inter-
rupted inner conductor and a rectangular
cross—section.

v
in out
Thicknass 3mm  0-1000 MHz
I
——
]
§ #2
- 1
MHz 200 430 600 80O 1000
# B -8 -49 -48 51 -30
#2 df 53 -65 55 54 =57
#1 b 61 -B4 -£2 65 -64
Fig. 2.2.3, : TEM-t cell

All measurements are dome in a non-contac—
ting, capacitive coupled manner for a variety
of materials. Samples must completely cover
the outer flanges, but smaller samples may
be measured using special sample holders.
Even for the reference measurement, no

sample preparation is needed.

Near field

In the near-field, measurements may be done
in E-field or H-field.For both field condi-
tions, test methods have been developed.
Referring to SE~theory, H-field measurements
are more lmportant.

2.2.4. E-field-ASTM-ES7-83

The E-field method is based in coupled wave
guides (or transmission lines); it is called
a double box-method {see figure 2.2.4).
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n out

Thickness 2mm

LA
b/
MHz 100 200 00 400 00
3 a8 36 -48 -53 -A7 -46
#2 a8 -43 -5 -59 -B2 63
1B 44 61 -58 65

Fig. 2.2.4, : E-field-ASTM-ES7-83

This is a very simple method to use, keeping
two caveats in mind :

First, the dynamic range is limited by the
sealing between both parts of the cell.

And second, the field conditions are diffe-
rent from the far field cells, because the
E-field is perpendicular to the sample. There-
fore, it is not possible to match near field
SE-values to farfield measurement results.

2.2.5. Takeda-Riken E/H

Using the Takeda-Riken method, two small wire
antennas {for E-field) and small loop anten-
nas (for H-field) are used at a distance of

1 cm to the sample (see figure 2.2.5).

Fig. 2.2.5.

: Takeda-Riken E/H

The system is an open system, sc ther may be
a coupling all over the system. Good sealing
between both halves of the cell is necessary
and very difficule. The sample must be groun-
ded well, though the antennas are unsymmetri-
cal (and ground-referenced).

This gives unbridgeable problems for conduc-—
tive plastics. The effect is that measurements
with conductive plastics are not repeatable.
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2,2,6. Magnetic HE-t cell

This system (see figure 2.2.6) uses two elec—

trically shielded loop antennas, at a distance

of 3 mm to the sample. The system is a closed
system, and the loop-antennas are coplanar,
so the measurements are done under the same
conditions as the MIL-STD 285 specifications.

v
n out
Thickness 3mm  0-500MHz
0
lj : 42
- #1
MHz 100 200 300 400
4] 42 10 -1 4 15 18
2 48 1% 24 -0 = =
N 48 27 -29 -28 25 25

Fig. 2.2.6. Magnetic H-t cell

The system is made sample-compatible with
the far-field TEM-t cell, and no sample
preparation is needed,

2.2.7. Double TEM-cell

As an alternative method for the ASTM-ES7,
a double TEM-cell method (see figure 2.2.7)
may be used.

i 2
in
4 3
cht 4 Vuul 3
Fig. 2.2.7 : Double TEM-cell.

The advantage of this method is that it is

a conditioned measurement — 50 2 - system,

By using port | as input and measuring at
both ports 3 and 4 the E and H components of
the near field, the SE values may be ob-
tained.

Problems are that good contact of the sample
with the cell is needed, and the E-field is
perpendicular to the sample (thus different
from far field measurement conditions}.
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For conductive plastics, problems may arise in
trying to achieve good contact with the cell,
further research is being conducted in this area.
Another method may also be used : MIL-STD 285,

2.2.8. MIL~STD 285/MIL-G-835284

The MIL-S$TD 285/MIL-G-83528A method is a modi-
fication of the MIL-STD 285 for testing shiel-
ded enclosures.

The method (see figure 2.2.8) uses a shielded
box with an open window (X I x | m}. SE is
defined as the ratio of field strengths for
the open window and the shielded window. The
measuring distance d is 12" (¥ 30 cm). For
lower frequencies, coplanar loop antennas are
used.

Fig. 2.2.8. : MIL-STD 285/MIL-G-83528A

The method needs rather large panels and
measures a combination of a windowed box
with the material, rather than the shielding
material alone.

Ceonclusion

As a conclusion, it may be stated that all
discussed test methods result in a good
discrimination of the different samples and
a correlation can be realized between the
different methods.

For research purposes on the effects of
holes and joining techniques, both TEM-t
and H-t cells offer a very interesting op-
portunity for the far—-field and near-field
(H—-field) characterization.

2.3. Boxes and housings

For the real world of boxes and housings, a
lot of other effect are coming in, influen-—
cing the overall value of the SE of a shielded
box.

The first problem deals with the need to open
and close a box for servicing the electronic
circuits. This means that a box is made of at
least two parts, and a joint is existing be-
tween both parts.

hole

connegtor

cable
/”’/// k\
=
= earth/ground
Fig. 2.3.1. : Real shielded boxes.

A second problem is related to incoming or
outgoing cables, and connectors of the power
supply, data & signal cables, remote control,




And a third one is related te openings and
holes.

In the context of this paper, only a short
discussion is made on all three problems.

Concerning the joints, the important point
is to create a good conductive contact be~
tween both parts of the box. It should be

ment ionned that this should be regarded as
a frequency-dependant characteristic.

This means that a capacitive coupling be-—

tween both parts gives good SE results at

higher frequencies.

%
) .

RN

Fig. 2.3.2. t Joint techniques in box
design (ref. Don White/ICT)

A hole is creating a leaky slot in a
shielding wall. In some cases, one is pla-
cing a real radiating source in holes,
such as displays. Therefor, holes should be
as small as possible (compared with the
wavelength) or should be shielded by other
means. For displays is another requirement
very important, namely of optical trans-—
parency. To give an idea about the effect
of small holes or grids and meshes, the
leakage of some holes are given in fig.
2.3.3.

10GHz

1gkHz  100kHz TMHz 10MHz  100MHZ  1GHZ
L] 100

T T e S
ST :

1

I

—SE of L
3 Bax Skin

L)

0

60

S50

a0 =

ao,

20

SE Corresponding to Stot Leakages

SE Canresgonding to Slol Leakages

10— :'a =
o ] 5? g S e SRS
10kHz  100kHZ 1MHz 10MHz 100MHz 1GHz 10GHz
Fig. 2.3.3. : Leakage of slots

(ref. Don White/ICT)

The third problem of cables and connections
may be referred to both others, maintaining
a good contact between all shielding mate-

rials of a construction a system, avoiding

small openings,

Techniques used to maintain good electrical
contact are the use of gaskets. They exist
in a wide range of variaty, for zll kind of
applications. Also for the use of shielded
windows and holes, it is very important to
have a good conductive contact between all
parts. This means also that - for long
duration performance the effects of galva-
nic corrosion must be taken into account.
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3. Banding.

As discussed above, making good low impedance
comnections to the ground reference, or between
(shielding) parts of a system is determining
the final EMC results of an electronic system.
Banding problems may be divided in two diffe-
rent aspects : the contacting problem itself
and the banding wire or material (ex. gasket).
For grounding of systems, it is very important
to have a low impedance comnection, This may
be obtained by

® realising a low impedance contact between
system, wires and ground

® using low impedance connection wires.

The first problem is related to have cleaned
contact points or surfaces with a direct metal
to metal contact. Corrosion is the problem on
long term characteristics. This will be dis-
cussed furtheron.

hals

conneg

AY

= carih f ground

Gll‘mmd'irlg In Moist
Clay Tyge Soil
cable

am

L

: Wires for bending.

Fig. 3.1.

The impedance of wires is not only given by the
resistance R, but also by arn inductor L. This
influences the characteristics at higher fre-
quencies:

R = length 1
C. cross sectionm A
i G
L =0,0021[1ln I 0,75] ul; ot
round wire o
£=0.002 1 {ln 2 +0,5] céf/
iy T

rectangular cross-section

It follows that low impedance may be achieved
by using a multiwire, small diameter combi-
nation or a very large plate.

An example are the braided tresses used for
grounding/earthing in large power systems.

Also for the application of gaskets, two factors
are important

° realising a low impedance contact between

the housing and the gasket.

o

the characteristics of the gasket itself,.

Fig.3.2.: Applying a gasket in practice



For the sccond item, a wide variety of
materials and gaskettypes are available,
depending on the application. For the

first one, a good (metallic) conductiwve
contact must be achleved. Parameters as
compressibility and flexibility of the gas-
ket are influencing the final result, but
also the galvanic corrosion effect between
different conductive materials.

And the same is true for the mating surface
between both parts of a shielding box.

If twe digsimilar metal surfaces are

placed in a moisty ambient, galvanic effect
is generated by a movement of electrons,

As a result, the surfaces are eroded or
corroded. The same effect occurs when two
identical metallic surfaces are carrying a
current in a moisty ambient. This is the
case for shielding materials, due to in-
duced currents in the shield.

Two techniques are used to avoid galvanic
corrosion :

5-10

° avoiding the penetration of moisture
by an appropiate sealing. If this is the
case, there are no restriations in the
choice of the metallic (or conductive)
parts.

° choosing metals from adjacent galvanic
groups. These groups are given in the
next table. If metazls from non-adjacent
groups have te be used, an intermediate
metal layer must be introduced {genera-
ting a higher contact impedance !),
These conditions are very severe for
the use of banding contacts in the pre-
gsence of salt water.
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Gold, Platinum Chromium ptate, Molybdenem, Tungstan

Golg/Platinum
alloys Copper & {Aluminum &)

Graohite, Rhodium, Palladium,| Gopper Alloys Aluminum Alloys,

Titanium, Silver & Silver alloys, Cadmium, Zinc,
Silver-filled coatings Brass & Bronze Beryllium

Tiranium, Nickel, Cobalt, Tin, Lead, Tin/Laad solders
Nickel & Cobalt alloys, Nickel/ Indium, Alurminum

Capper alloys {ine, Monel) (2000 & 7000 Seres)

Tin,
Magnesium

A256 Steel |

AIST 300 Series Steel |
I 431, 440, AM3S5, ]

pH hardened Stesls

AlSi 41p, 418, 420,
Alloy & Carbon Siegit

Silver-filled Elastomers I Gaivanized Steel

Table : Galvanic groups of metals,

In this paper, a short overview of the
influence of grounding, shielding, bendirng
and their related properties have been
discussed. In the context of this course,
only a tutorial discussion of the major
problems was made.
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A REVIEW OF THE NATO EMC ANALYSIS PROGRAMME AND
RELATED EUROPEAN COMMUNITY DEVELOPMENTS

by

T.K. FitzSimons

former Head, EMC Section

Allied Radio Frequenc

NATO HQ, Brussels

Summary

In support of the Internmatiomal Military
Staff and the Allied Radio Frequency Agency,
there has been a NATO EMC Analysis Programme
since 1973, Early work involved
compatibility of fixed frequency systems and
the development of frequency assignment
models. More recently the work has involved
roblems associated with the compatibility of
requency hopEing systems and their
management. ncreasing competition for
limited sEectrum space b{ both military
systems themselves and also by civil systems
coupled with the need for more dynamic
frequency management in the battlefield poses
many compatibility interests for the future.
Military and civil EMC interests are also
becoming more inter-related because of
European Community decisions concerning
telecommunications and electronic devices.

i, Background to_the NATO EMC Analysis
Programme

1.1 The NATO EMC Analysis (NEMCA) Programme
is now well established although of fairly
recent origin. The Military Committee of
NATO agreed the need for a NEMCA Programme in
1971 (ref 1) and the first posts were filled
“in 1973. The need for an EﬁC analysis
activity arose out of the functions and
responsibilities of the Allied Radio
Frequency Agency (ARFA). This is cne of five
Telecommunications agencies located at NATO
HQ within the CIS Division of the
International Military Staff (figure 1}.
Among the tasks of ARFA is the coordination
of Frg%uency Supportability Applicaticns for
new military systems and eguigments to be
deployed in NATO Europe and the day-to-day
management of the band 225-400 MHz which is a
military frequency band in all the European
NATO countries. The freguency supportability
agpllcation process consists of establishing
whether the new system or eguipment is
suitable for operation in the frequency band
or bands for which application is made.
Agreement by the nations of ARFA implies
that, subsequently, efforts will be made to
find allotménts or assignments of frequencies
to allow the newcomer to operate.

1.2 ARFA, which had been established in
1951, found in the late 1960s and early
1970s, that increasing densities of
communications equipments, the emergence of
new types of coding and modulation schemes
and the greater emphasis on system mobility,
made it essential to have available EMC
analysis in su¥port of its work; in
particular on frequency supportability
applications and also on frequency
assignments.

Agency

1.3 National EMC programmes already existed
at that time but did not meet NATO's needs.
The national programmes were, and still are,
principally involved with platform, cosite or
intra-system EMC. A new organisation was
needed to tackle problems having
multinational or NATO-wide aspects. The aims
of the NATQ EMC programme have hardly changed
from its inceptionm but the scope of the
rogramme is much wider. Today it
increasingly contributes to the work of other
NATO agencies, committees and groups such as
the Allied Tactical Communications Agency
(ATCA), Sub-Group 5 on the NATO
Identification System (NIS), the Allied Naval
Cormunications Agency (ANCA) and the NATO
Communications and Information Systems Agency
(NACISA).

1.4 To fulfil the original objective of the
programme, the Military Committee invested
this responsibility with ARFA. In setting up
the programme, NATO was faced with the choice
of whether to carry out most or all of the
work in-house with a substantial team of
wide-ranging skills or whether to establish a
small team which would contract out the most
detailed, calculation-intensive work to
existing specialised EMC groups in industry
or national defence organisations. The
latter course was chosen and the EMC Section
of ARFA is a team of only four people with a
modest budget which enables them to
commission studies requiring larger or
different resources.

2. Scope of the NATQ EMC Analysis
Programme

2.1 In giving terms of reference for the new
activity, the Military Committee in MC 177,
recognised three different categories of EMC
assessment:

a. Equipment EMC aimed at ensuring
t%at all components and modules
within an electronic equipment
will function properly without
causing interference to other
elements of the same equipment.
This is a national
responsibility.

b. Intra-System EMC addresses the
electromagnetic comfatibility
within large installations or
platforms (ships, aircraft) with
the objective to reduce
interference between co-sited
systems to an acceptable level so
that the performance of these
sKstems will not be degraded.
This EMC responsibility rests
either with the national
authorities or, if the system is
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procured by NATO, with the NATO
agency responsible for
procurement. In the latter case
some of the work may be performed
under the NEMCA Programme. The
NATO Airborne Early Warning
System is an example.

c. Envirconmental EMC takes into
account the actual deployment of
a system under operational
conditions includin
interoperability, Electronic
Warfare and flexibility
requirements and has to ensure
that both the system under
consideration and other existing
and planned systems sharing the
same frequency subband(s) in the
same geographical area will be
able to perform their functions
compatibly. The procuring nation
or NATO agency is required to
determine the conditions under
which a new system can be
comfatibly deployed. Also
included in environmental EMC
considerations are aspects such
as the equipment mix in a band,
frequency assignment or allotment
strategies and other questions of
this type, which are not
associated with procurement of a
specific system. In these cases
a general policy will be applied,
whereby the administration (or
agency, or command) with the
authority to decide on these
questions is inherently
responsible for dealing with the
EMC analysis implications of such
decisions. It is work within
this cateﬁorg which forms the
bulk of the NATO EMC Analysis
Programme .

2.2 Although the NATO EMC Programme is
concerned mainly with environmental EMC and
communication systems studies, NATC involves
itself in certain cases with equipment EMC.
For example, the NATO Militar{ AﬁenCy for
Standardisation {MAS} has published the
following series of NATO Standardisation
Agreements (STANAGs) on the EMC of aircraft
systems and equipments:

STANAG 3456AE Aircraft Electrical System
Characteristics

STANAG 3457AE Ground Electrical Power
Sugplies for Aircraft

STANAG 3516AE EMC for Aircraft Electrical
and Electronic Eguipment

STANAG 3614 EMC of Aircraft Systems.

Work is in progress in SWG/10 of the CNAD

(Conference of National Armaments Directors}
to develop a STANAG on inter-ship EMC.

3. Environmental EMC

3.1 Within the NEMCA Programme the
environmental EMC assessment sometimes
involves establishing by analysis or bench
test, the effect of one equipment on another
(one-on-one) but this is usually the first
step in assessing the system on system (many-
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on-many) impact. It is rare for a particular
system to have exclusive use of a band of
frequencies or even of a number of channels
(allotment) and given the dynamic character
of tactical military systems, absolute
compatibilitg is not gossible. Many of the
rojects within the NEMCA Programme have
involved system-to-system analyses aimed at
finding whether operating conditions can be
established under which a tolerable level of
interference is not exceeded and which do not.
unduly restrict the military mission. With
different systems operating in the same
frequency band and having to share limited
frequency resources, the required
compatibility can be achieved by equipment
and system design and also by system
management. Within the scope of system
management, use or access to the radio
frequency spectrum contributes in the form of

frequency separation
distance separation
time separation.

In theory at least, one could add
golarisation decoupling but in the frequency
ands where the need is greatest, below 1
GHz, propagation characteristics and the
deployment constraints of the tactical system
result in & benefit that is not sufficiently
consistent to make this a practical option.

Although spreading codes and frequency
hopping seguences are used in order to avoid
detection and jamming, their characteristics
can also be managed so as to achieve EMC
within systems. Indeed the assignment of
hop-set sequences {or net numbers) is
analogous to the assignment of single
freguencies.

3.2 Assessing how well the management of
these parameters can achieve the required
compatibility of systems in a battlefield
environment, involves complicated analyses
which necessarily include data on deployment
scenarios, frequency assignments, hop-set
characteristics, equigment parameters,
interference thresholds and propagation
statistics or models. Complications arise
from establishing the deployment scenarios,
which sometimes involves both red and blue
forces, and from interpreting the analysis
results in operational terms. However, as
will be described, many system-to-system EMC
analyses performed under the NEMCA Programme
have %ained acceptance and resulted in, for
example, the basis for management of the 225-
400 MHz band, the selection of hop-sets for
the EW resistant communications systems HAVE
QUICK and SATURN, decisions on the use of low
Eower (unlicensed) devices in military
requency bands and have influenced strongly
the strategies for frequency management of
the VHF (30-88 MHz) band which must
accommodate Combat Net Radio and Single
Channel Radio Access systems.

3.3 The problems of environmental EMC arise
garticularly with operations in the militar
requency bands below about 5 GHz (figure 2{
and most of all the so-called VHF and UHF
bands, 30-88 MHz and 225-400 MHz. This is a
consequence of these bands being the most
suitable for tactical battlefield systems by




virtue of propagation and antenna
characteristics. Much of the effort of the
NEMCA Programme has been and continues to be
focussed on these two frequency bands.

3.4 For maﬁﬁ years the main military use of
the 30-88 MHz band has been for Combat Net
Radip (CNR). These are highly mobile systems
used in & tactical area in the form of
vehicle-mounted and man-pack units. The band
has always been over-subscribed in terms of
the number of different nets fielded and
hence the number of fixed fregquency
assignments requested. Compatible operation
has been achieved to some extent b{ Jjudicious
frequency management at both the allotment
and ‘assipnment levels. New problems of
compatibility have arisen recently by the
introduction of digital systems and the
fielding of automatic channel selection {ACS)}
and freguency hopping systems. In addition,
the band now has to accommodate Single
Channel Radio Access (SCRA) systems from some
nations having the same range of parameters.
All CNR and SCRA systems are very dynamic in
terms of their location and their temporal
demand for communications access. Both CNR
and SCRA can operate in the same area of the
battlefield and may at any time be within co-
channel and adjacent channel interference
distance of similar (but unfortunately not
identical) systems of Allied natioms.

3.5 The freguency band 225-400 MHz, with
minor sub-band exceptions, has been agreed to
be available for exclusive military use in
NATO Europe both in peactime and in wartime.
This fact alone would be encugh to ensure
that it is heavily used in terms of systems
and assignments. Additionally, of course,
this range of frequencies is attractive in
terms of both single channel and multi-
channel systems and it is the highest
available freguency band for tactical systems
where links of reasonable length can be
established without necessarily having radio
line-of-sight. This band is used therefore
to support a wide range of marrow and wide
band systems which are, for the most part,
destined to be operated in the tactical
region of the battlefield (including sea and
air space) and which must be capable either
of rapid deployment or mobile operation
(figure 3). All the principal systems
operating in this bang listed below have been
involved in the various EMC analysis projects
within the NEMCA Programme.

Alzr /Ground/Afir EA{G[A). Although some
mLlitary alrcraft can use the VHF band almost
all communications between aircraft and
between ground stations and aircraft must be
assigned in the range 225-400 MHz. Some 8500
assignments are Eresentl made. Ground
stations may include high-power amplifiers to
overcome jamming to the aircraft and may have
more than 30 assignments. The single cgannel
A/G/A communications include amplitude
modulated clear voice transmissions as well
as encrypted voice and data. Fixed freguency
operation can take place in the same area and
timeframe as slow and fast frequency hopping.

Radio Relay. Trunked radio relay systems
provide the backbone communications” for the
automatic switched tactical area systems.
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They are digital systems requiring between
0.5 and 1.5 MHz of bandwidth for each point
to point connection.

Tactical Satellite Systems. UHF satellite
ﬁﬁstems operate in su%»Eanas of the 225-400
z band and use fixed and mobile ground

stations including aircraft and Shl%?.
Channel widths vary from 5 kHz to 500 kH=z.

Navy Communications. These are for the most
part single channél systems having equipment
characteristics simflar to A/G/A systems.
Like the air force systems, they are now
equigped to operate in both tixed frequency
and frequency hopping modes.

These systems and others must all share the
EM environment compatibly through having to
share the same spectrum and sometimes the
same channels.

4. Example Projects within the NEMCA
Programme

4.1 In this section a few of the projects and
activities, both past and present, within the
NEMCA Programme will be reviewed. They have
been selected to illustrate the range of
system EMC problems encountered and how they
have been tackled.

4.2 Introduction of frezuency hopping
systems (NEMCA Project 4).

A project was established in the early 1980s
to investigate the effect of introducing
frequency hopping systems into the
battlefield zone., The early part of the
roject was aimed at investlgatln%
interference mechanisms and establishing the
threshold levels with other systems in both
the VHF and UHF bands. Much of this work was
performed through study contracts let by
ARFA. These studies analysed the
interference at the equipment-to-equipment
level for various types of victim receiver
and for a range of hop-rates for the
frequency hopping system, In this first part
of the study the interference to single
channel A[G/A systems, conventional CNR,
radio relay systems and domestic television
was investigated. These one-on-one results
were used to assess the impact of hoppers on
the UHF and VHF bands.

The next phase of the VHF band study extended
the work to the system level (ref 2). For
this it was necessary to describe a range of
cperational scenarios involving a single
Corps area, two and three adjacent Allied
Corps and finally that of two Allied Corps
and an enemy Corps in which the VHF band was
alsc used for tac¢tical communications. The
study produced very valuable though arguably
not surprising results. It confirmed the
overcrowding of the VHF band that users had
iong complained about and the likelihood of
interference even between conventional fixed
frequency systems. The value of the

congirmationwasthatitfocussedattention
on the problems of frequency management of
the VHF band and all subsequent discussions
on its use, including the intreduction of new
e%ﬁigment designs have been influenced by
NEMCA Project It must be borne in mind
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that by the mid-1980s, large scale exercises
had become less and less frequent and in any
case it is difficult to obtain field data for
several Corps under normal exercise
conditions.

The study also showed that for an over-
suscribed frequency band, operations in a
combat environment could be improved by CNR
or SCRA systems using Automatic Channe
Selection up to a certain level of channel
utilisation. The automatic channel selection
exploits any temporal, spatial and spectrum
opgortunities until prevented by local or
widespread saturation. It represents a
dynamic refinement of the freguency
assignment process.

Concerning the frequency hopping systems, the
study showed that, measured in terms of
system-wide interference, frequency hopping
systems would cause interference to more
receivers in an over-subscribed situation
where the hoppers could not be given
exclusive channels. However the nature of
the interference produced by frequency
hoppers is different and it can be said that
they are more democratic in their manner of
interference. 1In a fixed frequency
environment, where co-channel, adjacent
channel or intermodulation interference
occurs, it will affect a limited number of
victims, but it may affect them severely and
it will be persistent. Frequency hopping
interferers will interfere with more victims
but only for the time of a dwell and
therefore depending on the hop-rate and dwell
time and the number of frequency hopping nets
it may be possible to achieve a sort of
compatibility where there are more victims
detecting interference but fewer suffering to
an intolerable extent.
Operational judgements may still have to be
made on the protection of long links or of
vitally important nets. With conventional
fixed frequency systems, this was built into
the frequency assignment process thereby
avoiding any possibility of co-channel or

ad jacent channel interference in those
particular cases.

They can still be protected from frequency
hoppers by excluding certain frequencies from
hop-sets or the frequencies interrogated by
ACS systems but there is an obviocus risk of
giving away information to the enemy and
there is in any case a limit to the number of
candidate frequencies that can be denied to
hopping or ACS systems without in turn
impairing their operation.

4.3 A very significant outcome of NEMCA
Project 4 was the draftin% of a Military
Committee document by ATCA aimed at improving
the situation by management means. MG 297
(ref 3) outlines the need for improved means
for assigning VHF radio frequencies in the
tactical battlefield area. This need,
identified by the Military Committee, was
endorsed by the Secretary General of NATO and
resulted in the establishment of Project
Group 8 under the TSGCEE. PG8 has decided
that the need for improved freguency
management tools extends beyond CNR and the
VEF band and has detailed a programme of work
which will lead to the development of a
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Tactical Spectrum Management System (TSMS).
4.4 Current VHF Band Study (NEMCA Project 7)

Current NEMCA activities in the VHF band are
covered under NEMCA Project 7 which is a
follow-on to Project 4. It is a study
requested by the Allied Tactical
Communications Agencg and is an attempt to
assess the effect of the deployment of Allied
Electronic Warfare (EW) assets, eEF' jammers,
on VHF band operation. The study takes as
its baseline, the scenarios and results of
NEMCA Project 4 and adds an EW scenario
involving land-based and airborne jammers.
The results may well help to indicate in what
ways we need to extend and improve frequency
management in the battlefield to achieve an
acceptable level of compatible operation of
Allied communications and EW.

4.5 Intreduction of Freguency Hoppers in the
UHF Band

Using the results of the first phase of NEMCA
Project 4, an evaluation on the impact of
introducing the slow frequency hopping system
HAVE QUICK into the 225-400 MHz band was
performed. The initial operation for HAVE
QUICK was for Air/Ground/Air and Air/Air
Communications particularly in roles of
direct support to air defence. The one-on-
one results obtained for potential UHF band
victim receivers showed that, given the order
of the hop-set size provided the 225-400
MHz band, and the re-visit and dwell times of
the system, HAVE QUICK could share to an
acceptable degree of compatibili%y, the
frequencies assigned to other fixed frequenc
Ai;}Ground/Air systems. Radio relay an
Tactical Satellite systems were judged to be
not suitable for sharing. The results of
this evaluation were then used to establish
the size of the hop-set and select the
candidate hop-set £requencies for HAVE QUICK.

4.6 Hop-set Management for Electromagnetic
Compatibility

Given that a hop-set must be of finite size,
it must be used in such a way that links or
nets can be operated independently of one
another without interference within the
hopping system. The obvious way to do this,
in those cases where it is gossible, is by
establishing an orthogonal mode of operation.
This means that all the hop-set sequences
switch frequency at the same instant and
dwell for the same period in such a manner
that at any moment, a particular frequency is
only being used by one of the hog—set
sequences (or nets as_ they have become
known). If for example, there are 100
frequencies in a hop-set, there will be an
upper limit of 100 orthogonal nets that can
be obtained whether or not the nets ho
through the set in the same sequence. The
hop-set sequences, or nets, must be assigned
in a calculated manner in much the same way
as fixed frequencies to avoid interference.
Even if only orthogonal hop-set sequences are
allowed, interference can occur on adjacent
channels (particularly at co-sites) and it
could occur on co-channels if the number of
nets to be assigned is greater than the
available number of orthogonal sequences.




Work was gerformed under the NEMCA Programme
in 1988-1989 to establish the rules to be
applied to the assignment of net numbers (a
number which effectively identifies the
sequency) for the HAVE QUICK system in NATO
Euroge. These rules are now incorporated in
the SHAPE Standard Operating Procedure (SOP)
(ref 4) and the same algorithm will probably
be the basis for the net assignment rules
which will be established for the SATURN
sgstem which will gradually succeed HAVE
QUICK over the next few years.

Adjacent channel compatibility within
frequency hopping systems can be achieved
either by dividing the total number of
fre%uencies available into a number of
smatler hop-sets which can then be used
1ndeEendently or by usinﬁ all frequencies
available but arranging hop-set sequences
such that, throughout the whole length of the
pseudo-~-random sequence, there will always be
a minimum instantaneous frequency separation
between certain hop-set sequences. Within a
completly orthogonal system there will be no
possibility of co-channel interference if no
het number is assigned twice and that need
not occur until the number of nets required
exceed the maximum available for that hop-set
size. Even then, compatible operation can be
achieved by re-assigning net numbers when the
interference distance is exceeded. Assigning
net numbers, or hop-set sequences, is
therefore analogous to assignment of fixed
frequencies.

4,7 NAVY EMC/EMI

The EMC Section of ARFA has, for more than
four years now, provided the technical
support to Sﬁecial Working Group 10 which
reports to the NATQO Naval Armaments Grou
(NNAG). The work involves the problem og
intership EMC/EMI arising out of the
formation of multi-nation task forces. The
close formation of different ships having
different equipments produced a special
problem for which national management
rogrammes were not equipped. FA assisted
in the development of an interference
rediction model called NATCAP (NATO
lectromagnetic Compatibility Analysis
Programme%. This was based on an earlier US
model called EMCAP. The first version of
NATCAP dealt only with radar-radar
interference. It uses data on the antenna
radiation patters, the radar tramnsmitter
spectrum and the victim receiver response to
rovide a prediction of the probability of
interference. Observations were made
several national navies during the exercises
"NORTHERN WEDDING 86" and "DISPLAY
DETERMINATION 87" to validate predictions
made by the model. After NORTHERN WEDDIKG
86, the model's propagation module was
modified under a contract awarded by ARFA.
This now allows for the optional use of a
near-water path loss calculation which was
based on data obtained through ARFA
garticipapion in AGARD Working Group 02
ealing with Near Water Propagation (ref 5).

Several NATO nations are now using the NATCAP
model for their own purposes. The most
recent ARFA contribution to SWG10 has been to
obtain national predictions and results of
trials, and to make an analysis of the entire
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data in order to provide validation or to
propose further model improvements. Another
important development in this work is the
NATO Staff Target drafted by SWGL10 for an"EMI
Prediction Model and Data Base". This would
build on the experience of NATCAP to produce
a tool to predict interference involving
communications, inciuding Tactical Satellite
systems, as well as radar. It is intended
tﬁat the model will be developed in a form
which will support detailed frequency
asgignment planning and be available in a
suitable form for use at sesa.

4.8 Post-2000 Communications

As well as dealing with EMC problems of
current or emerging systems, the NEMCA
Programme includes work on future systems
that are still very much in the conceptual
stage. Staff participate in the meetings of
Project Group 6 of the Tri-Service Group on
Communications and Electronic Equipment
{TSGCEE). PG6 is studying the requirements
for tactical communications in the land
combat zone, post-2000. ARFA has contributed
to their work by preparing a qualitative
forecast of the EM environment in which the
post-2000 systems will have to operate (ref
6). Factors which ARFA deemed will be
important influences on the environment for
tactical communications included:

- Spectrum availability. The
currently available military
spectrum is described in the NATO
Joint Frequency Agreement.
Tactical bands are available at
HF, VHF or UHF in peace and war
and can be exclusive or shared
with civil users. In the post-
2000 period the amount awvallable
for military use may be
decreased., The range 500-3000
MHz particularly is expected to
come under pressure from civil
interests at the World
Administrative Radio Conference
in 1992. The new climate of
opinion in Western and Eastern
Europe may make future defences
of military spectrum more
difficult.” In summary, for
peacetime and wartime operations,
the spectrum available will not
be greater, it may well be less.

- Many present systems will still
be operational beyond 2000. The
current lifetime of about 20

ears for new systems may be
extended due to the good
reliability of modern equipments.

- The post-2000 systems will
introduce new hop-rates and other
ECM resistance features. These
may conflict with good EMC, which
in’ principle is most easily
achieved with ’like systems’, for
which better management rules can
be developed.

- The new generation of ECM
resistant communication systems
will generate their own EMC
problems for which solutions have
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yet to be found. For example as
the densitg of deployment of
frequency hopping eguipments at
co-sites increases
intermodulation will become a
problem. The solution is not as
strajghtforward as for fixed
frequency systems. Another
example is that just as finite
gro agation time means that a
ollower jammer cannot jam a
system hopping at very fast
rates, it also means that the
frequency hopfing system becomes
non-orthogonal and co-channel
interference can occur.

The ARFA contribution to PG6 concluded that
for the ?ost-zooo systems to achieve a high

degree of compatibility they must be designed

to:

a. operate in a shared spectrum
environment, and

b. avoid co-site interference,
including image, harmonic and
intermodulation.

Their development must go hand-in-hand with
the development of better operational and
frequency spectrum management techniques.

4.9 Other current and forthcoming tasks
within the NATO EMC analysis programme
involve the EMC of Tactical Satellite
Systems, the NATO Tdentification System (NIS)
and associated national EMC studies, and the
Air Command and Contrel System {(ACCS) wnich
will be the successor to the NATO Air Defence
Ground Environment (NADGE).

5. The Eurogean Community EMC Directive
and 1ts Possible Impact on MiTitary

ommunications Equipments

5.1 The first part of this lecture dealt
with a rather specific area of activity. The
previcus lectures concerned wide-ranging
topics. In this gart of the lecture, EMC
developments in the European Community (EC)
will be reviewed and jt will be seen that
these developments will have a bearing on
almost all the EMC issues dealt with In this
lecture series. They even have an impact
beyond the European Community area.

2.2 The EC gublished a Council DPirective on
EMC in the Official Journal of the Eurcpean
Communities on 23 May 1989 (ref 7). It had
been approved by the Council on 3 May 1989.
The directive is a document which is” binding
on governments, and member states of the EC
are required to adopt legislation to
implement the directive 1 Juiy 1991. This
is done through national {egislation. The
necessary legislation to apply the provisions
of the directive must, according to the
{resent timetable, be applicable by

January 1992.

5.3 The basic reason for the EC action is
to support the internal market:; in other
words to permit the free movement of goods.
The EC directive on EMC is just one 0% a
large number of measures consequent on the
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Single European Act, (which is a modification
of the Treaty of Rome) taken to ensure that
the movement of goods across EC internal
boundaries cannot be thwarted by barriers,
and this includes technical specifications.
It is clear from the EC directive that the
legislation and the standards and test
methods will apply to a wide range of
electrical and electronic appliances. There
is the notable exemption given to the radio
equipment used by radio amateurs but even
then only if the equipment is not available
commercially. The direction includes the
following 1ist of products as an illustration
of what will be covered:

a. domestic radio and television receivers
b. industrial manufacturing equipment

mobile radioc equipment

d. mobile radio and commercial radio-
telephone equipment

e. medical and scientific apparatus

£. information technology equipment

g. domestic appliances and household
electronic equipment

h. aeronautical and marine radio apparatus

i. educational electronic equipment

j. telecommunications networks and
apparatus

k. radio and television broadcast
transmitters

1. lights and fluorescent lamps.

The directive also states that these

eguipments and appliances, as well as being
compatible by virtue of their emissions, must
be constructed in such a way as to have an
adequate level of electromagnetic immunity.

5.4 As well as the national legislative
greparations, work has already started on the
evelopment of specificatioms and test
standards. There exists an organisation

calied CENELEC (European Committee for
Electrotechnical Standardisation) which acts
on behalf of the Eurapean Commission to deal
with the technical issues. It is a non-
profit making organisation set up under
Belgian Law and is composed of a Secretariat
and the National Electrotechnical Committees
of 18 countries in Western Europe. The 18
countries are the EC countries plus the EFTA
(European Free Trade Area) countries. In the
context of the composition of CENELEC it is
important to remember that not only are not
all the EC countries in NATO but not all NATO
countries are in either the EC or EFTA
{(figure 4). CENELEC was given the legal
right to set reference European standards on
behalf of the EC as long ago as 1983 (EC
Directive 83/189). 1In the matter of EMC,
CENELEC tried to do this first by
harmonisation of existing national and
international standards. This could not be
made to work and in order to implement the EC
directive, work is now in progress to develop
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common enforceable standards. As soon as
CENELEC started this work, a "standstill" on
national EMC standards was imposed. This is
standard CENELEC procedure and it means that
no new national standards can be developed
and no existing ones modified.

The work is being done by two technical
committees composed of national
representatives:

TC110 on EMC
SC110A on EMC Products.

TC110 is charged to set up comprehensive
generic standards covering the aspects of
electromagnetic emission and immunity in line
with the directive, taking into account
existing national and international
standards. It will also describe the
characteristics of typical EM enviromment
locations for apparatus, which can be
correlated with test methods. Tt will
specify recommended emission limits and
immunity levels. The prepared standards will
contain definitions, requirements test
methods, test instrumentation and conformance
criteria.

SC110A is charged to consider the

harmonisation of product related documents

and to participate in the preparation of the

%ggicated product standards as requested by
0.

5.5 From the list of apparatus and
appliances and the scope of the CENELEC
committees it is clear that, even allowing
for some lack of definition, most electrical
and electronic apparatus will be affected by
the directive as well as much of the existing
EMC standards and EMC tasking activities. To
be covered by the legislation, it is simply
necessary that the product is to be made
commercially available in the EC or EFTA
countries whether made in those countries or
outside. GENELEC’s work is well underway.
The first two generic standards and the first
five product oriented standards had, by
August 1990, been distributed for comment.
The CENELEC Secretariat is confident that
most of the generic standards will have been
published by the end of 1992.

5.6 The important issue for NATO and also
for national defence authorities, is whether
the directive and hence the CENELEC standards
will apEply to military equigment. The issue
is complicated and has caused much discussion
since the publication of the directive.

There is in fact an exemption for military
gqulfment contained within the Treaty of Rome
itself in Article 223. This makes reference
to munitions of war and thus clearly exempts
weapons. It is not clear whether it was
inténded to exempt military equipment at the
time of the original Treaty. A case can be
arﬁued for exemption where apparatus is not
offered for sale on the open market.
Certainly there is still a range of egquipment
and apparatus, of a non-weapons nature, that
is procured by the military and is not
commercially available, However, in the
category of information technology and to a
lesgser extent telecommunications, the
military use equipments that are the same or
similar to those available commercially for
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civil users. Furthermore, some equipments
may be developed originally with the military
ag the intended user but then became more
widely available (e.g. night vision devices}.

No exemption can be obtained on the basis of
the frequency bands of operation. CENELEC
will apply their standards to all fre%?ency
bands as they are described in the ITU
Regulations, whether they are exclusively
civil, shared military and civil, or
exclusively military.

For most military electrical and electronic
equipment, meeting the CENELEC standards
would not be technically onerous. Most
military procurement specifications include
EMC standards. National ones such as MILSTAM
461 (USA) and DEF-STAN 59-41 (UK) are
probably more rigorous in most respects than
those that will emerge from CENELEC. In any
case the CENELEC standards will be based on
national inputs to the CENELEC committees. A
Eroblenlmay arise for organisations such as
efence Ministries, in that, because of their
own specialised EMC requirements, it may be
necessary for their equipments to be
compliant with both their own and the EC
standards. These considerations indicate the
desirability of having national defence and
NATO inputs to the technical committees.
Even if military equipments themselves are
not subsequently covered by the legislation,
operation in radio frequency bands shared
with civil users could be affected.
Particularly in the area of immunity
{susceptibility) from emissions, there may be
a need to influence the standards since the
design approach for the military and civil
equipments is very different because of their
intended working environments. Even for
operation in exclusive military frequency
bands NATO and national defence inputs to the
discussions may be needed in order to
influence the limits on out-of-band emissicns
that could be radiated by devices using the
adjacent band of frequencies.

5.7 Recent experience in the US has shown the
need for vigilance concerning the in-band and
out-of-band emissions of so-called "Non-
licensed Devices". Many of these corres?ond
to apparatus referred to in Europe as "Low
Power Devices". The American and European
descriptions cover a wide range of devices
such as garage and car door openers, radio
controlled toys, baby alarms and cordless
telephones. In the US| standards for the in-
band characteristics have been established
but not for out-of-band emissions. Even the
in-band emission levels can be high and do
not correspond to everyone’'s definition of
"Low Power®. Under the EC directive, these
aERliances would need to comply with the
CENELEC standards but as in the US,
individual radio licenses would not be
needed.

5.8 Many devices are already available in
Furope and it must be expected that their use
could become as widespread as in the US,
where 13 million garage door openers have
been sold. In recent years several of the
European national authorities have recedived
requests for approval of Low Power Devices
and these included some for operation in the
military band 225-4C0 MHz. This band is not
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for military use world-wide and for example
some garage door openers operate around 310
MHz. In order to assess the risk of
interference from LP Devices, a study was
performed under the NEMCA Programme at the
request to the Joint Civil/Mi itar{ ARFA
meetinﬁ. The study was specifically aimed at
assessing whether interference to aircraft
communications systems could be created by
widespread use of LP devices. For the
analysis ARFA used the power levels for
devices permitted by the Federal
Communications Commission in the US. These
germitted levels are as follows (and shown in
igure 5).

Continuous Emissions

Frequency Ranpe Maximum Emission Level

216-960 MH=z

200 uV/m at 3 metres

Intermittent Emissions

Frequency Range Maximum Emission Level
174-260 MHz

260-470 MH=z

3750 uV/m at 3 metres

3750-12500 uV/m at 3
metres (linearly
interpolated)

Relative to a 10 watt aircraft transmitter
output, these intermittent emissions are
between 63.8 and 55.6 dB down at 225 MHz and
400 MHz respectively, ARFA analysed the
situation o? low flying aircraft in
communication with the ground or other
aircraft. Calculations were made .to
determine the uEper limit tolerable for the
density of simultaneously active emitters.
The analysis assumed an aircraft height of
1000 feet (about 300 metres), wanted signal
margins of 0, 10 and 20 dB, and a range of
distances between the aircraft receiver and
its %round station or other aircraft. The
results are shown in figure 5.

Low flying aircraft will tend tec be close to
their ground station or other aircraft when
communicating and of course at the high end
of the 225-400 MHz band particularly, the
short horizon distance will hinder
comaunication., However the results show that
for a within-horizon wanted distance of about
50 km, even if zero dB signal margin is
accepted, fewer than 100 emitting devices per
sq.km can be tolerated. Judging by usage in
the US, this sort of density is gquite
feasible near large conurbations. Arguably
low flying should not occur there but it
cannot be ruled out especially in the case of
an emergency. In their report to the ARFA
Joint Civil/Military meeting, the ARFA EMC
Section concluded tKat low power devices,
which would by their nature be used in a non-
controlled manner, gresented a sufficient
hazard to flight safety and recommended that
they should not be permitted in the military
band, 225-400 MHz. This recommendation was
accepted by the Civil/Military meeting.

5.9 The implementation of the EMC directive
is not the sole development of Community-wide
proportions that will affect NATO and
national military planning for equipments and
systems using the radio frequency spectrum.
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There has been an explosive growth in the
demand for mobile communications including
car-radios and various paging devices. The
ﬁrowth is expected to continue and the EC has
eveloped a_standard for a Pan-European radio
mobile cellular s§§tem (GSM}) which will
operate in the 900 MHz band. It is developing
a standard for a ?a%&Fg system (HERMES)
operating around 170 MHz. Projected numbers
are for 12 million GSM subscribers in Europe
by the end of the decade and for paging
devices to increase froma 1987 total of 1.3
million to 13 million by the end of the
1990s. Based on past experience these
projections may well be on the low side.

Several nations have been giving
consideration to introducing new ways of
managing the radio frequency and there are
some suggestions of delegating management of
certain bands to commercial organisations
{"Deregulation®). At the same time the
European Community has published a proposal
for the Commission to carry out studies on
the use of the spectrum with a view to
developing EC views on changes to allocations
and spectrum uses (ref 8). It is anticipated
that these studies will include EMC analysis.

6.0 Concluding Remarks

The success of the NATO EMC Analysis
Programme has been marked by the wide
acceptance of its outputs and the direct and
necessary support it gives to the frequency
management responsibilities of ARFA. It has
as foreseen, filled a gap left by national
EMC studies, and thereby contributes also to
the work of other NATO Telecommunication
Aﬁencies such as ATCA and ANCA, as well as
the Tri-Service Group and NATO project
offices. There will be a continuing need for
the programme as long as there are plans for
multiénationalogprationsandnmlti—national
procurements. here will be changes in
agreements on the use of the radio frequency
spectrum in Europe resultinag from equipment
and system developments, demands for
communications capacity both civil and
military, spectrum deregulation, political
changes and the increasing influence of the
Commission of the European Community in
communications and spectrum management. The
NATO EMC Analysis Programme under ARFA is
well placed to respond to these changes.
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SPECTRUM MANAGEMENT AND CONSERVATION
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SUMMARY

The lecture first presents a review of the basic concepts of
radio spectrum utilisation and the physical mechanisms of
clectromagnetic (EM) wave propagation of relevance toradio,
radar, control and navigation systems. A survey of the uses of
the various bands in the radio frequency (RF) spectrum is then
presented. Interactions between the propagation mechanisms
introduced previously and frequency planning requirements
are considered, making reference to the precision of available
modelling and prediction procedures; emphasis is given to
interference generation potential. Attention is then turned to
equipment and systemn design features which affect their spec-
tral occupancy characteristics, including RF equipment imper-
fections, signal design, system design and control, and co-
siting problems. Finally, the manner in which the bands of the
radio. spectrum are allocated and controlled is outlined, and
areas of possible future concern in both NATO and civil opera-
tions identified.

1. INTRODUCTION

1.1 Scope of the Lecture

This lecture is concerned with the use of the radio spec-
trum by equipments and systems employing “unguided” propa-
gation, ie energy transfer between distinct geographical loca-
tions by the physical mechanisms of radiation and near-field
{reactive) coupling; it does not consider energy transfer via
“guided"” propagation, ie over wires, coaxial cables and optical
fibres, except where any energy leakage cannot be assumed to
be negligible. Some consideration is given to additional spuri-
ous radiation from bona fide rransmitters, and from electronic
systems whose primary function is not to radiate energy, eg
computing equipments.

1.2 The Radio Frequency Spectrum

The radio frequency (RF) spectrum is an extremely valu-
able natural resource and, as with most natural resources, there
is the possibility that it may be used inefficiently or in an un-
authorised manner (Weisz 1989). Consequently, the disci-
plines of spectrum management and conservation are intended
to ensure that the RF spectrum is used in the most efficient and
effective way possible, given the physical characteristics of the
available propagation mechanisms, equipment parameters and
imperfections, and user requirements. It should be noted that
the value of the spectrum as a resource only becomes apparent
when it is actually used; then, the users have had to invest in
equipment. At that point, they naturaily have considerable re-
sistance to any modifications in frequency assignment and
conirol procedures; therefore, any such changes are normaily
introduced over a considerable period of time,

1.3 NATO Requirements

The NATO operaticonal requirements encompass radie,
radar, control and navigation systems of many different types,
fixed and mobile, dispersed over a wide geographical area, and
radiating in alarge proportion of the available frequency bands.
Accessrequirements range from continuous to very infrequent,
yet all users require a specified grade of service whenever they
choose to access the spectrum. There must also be sufficient
flexibility in the spectrum control procedures to allow new
systems to be introduced without disrupting existing opera-
tions. Similarly, flexibility must also be available to cope with
increased levels of activity in times of emergency, tension or
war.

Of late, there has been an unprecedented expansion in the
number of civil services exploiting the RF spectrum, particu-
larly in the fields of mobile radio and paging; as a result, there
is increasing pressure on military users to release some of their
exclusive frequency bands in order that these can be made
available for civil purposes. This, in turn, creates a situation in
which military systems must make more efficient use of
reduced spectral allocations.

1.4 The Electyemagnetic Compatibility Problem

The main problems in spectrum management and control
arise from the need to maintain electromagnetic compatibility
(EMC) between a vast number and variety of systems in situ-
ations where the degree of natural isolation between those
systems is extremely variable. Radio propagation mechanisms
can usually only be characterised in a statistical manner; hence,
interaction and interference effects between systems are also of
a probabilistic nature. Some propagation mechanisms can be
effectively confined within national or operational boundaries;
others, by their very nature, inevitably cross those boundaries.
Thus, spectrzm management, control and co-ordination must
be applied at both national and international levels.

1.5 Facts of Radio Systems Life

The potential complexity and variety of user requirements
for radio services are illustrated by Fig. 1. There are certain
general “facts of radio systems life” which impose fundamen-
tal limitations upon equipments and systems designed to meet
these requirements; these will now be identified.

(i) Efficiency of Radiation

Fig. 2 shows the relationship between wavelength and
frequency for EM waves propagating in free space. For most
efficient radiation of EM energy, the transmilting antenna
should have a physical size which is asignificant fraction of the
wavelength being used; this allows the antenna to become
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resonant, or approach resonance, at that frequency. If this
condition is not met, radiation efficiency will be low. This has
particular implications for systems operating in the lower part
of the RF spectrum, as will be discussed later.

(ii) Mobile & Static Terminals

Radiated power levels and antenna efficiencies will tend
to be significantly greater for static installations than for
mobile terminals. Again, this is especially true of the lower
frequency part of the spectrum. The reasons for this are fimi-
tations on the physical size of antennas and prime power
generation associated with mobiles; there may be additional
limitations imposed on mobiles arising from EMC constraints
due to the co-location of a number of distinct EM systems
operating simultaneously, eg communications iransmitiers
and receivers, navigation and radar, all within a confined
physical space.

(iii) Bandwidth Availability

The amount of spectrum available for any given radio
system tends to increase as the frequency of operation in-
creases. The fundamental equation governing the amount of
information, I, that can be passed in time T over a memoryless
communication channel having bandwidth B and received
signal-to-noise ratio (SNR) S/N is

I=BTlog [l + SN] bits (1)

where § and N are respectively the total wanted signal and
unwanted noise powers within the bandwidth B. From (1), it is
clear that, with fixed T and SNR, increasing the bandwidth
implies that more information can be passed over the channel.
Below are listed typical bandwidths available to a user in
different RF ranges:

Frequency Range Bandwidth
3-30kHz 50 Hz
0.3-3MHz 500 Hz
3-30MHz 3kHz
0.3-3GHz 25 kHz
3-30GHz 5MHz
Optical 1 GHz

(iv) Dominant Noise

The dominant type and level of noise experienced by a
radio system will depend upon its frequency of operation. In
Fig. 3, therelative EM radio noise powers due tonatural atmos-
pheric sources, man-made sources and internal sources within
atypical receiver are plotted as a function of frequency (CCIR
1978a) (CCIR 1963). It is seen that in the lower part of the
spectrum, below a few MHz, atmospheric noise is most signifi-
cant; in the range up to a few 100s of MHz, man-made noise of
various types normally is at the highest level; above this range,
internal receiver noise dominates. Thus, depending upon its
operating frequency range, a radio system may be “external
noise limited” (at the lower frequencies) or “internal noise lim-
ited™; inthe VHF/UHF range, between say 50 MHz and 1 GHz,
internal and external noise levels may well be comparable. Fig.
3 does not altempt to consider co-channel or adjacent channel
interference from other radio users of the spectrum. It should

also be noted that all noise sources can only be specified
statistically and therefore the atmospheric and man-made
ranges shownmay well vary widely with location, time of day,
season, etc.

(v) Range Achievable

The geographical range achievable with a radio system
depends upon the frequency of operation in an irregular man-
ner. Fig. 4 illustrates this irregularity in a simplified manner.
Although propagation via a satellite transponder is ot a natural
mechanism, it is included here for completeness. Thus, there is
no simple progression in which, say, range increases with
frequency of operation. In EMC terms, the implication of this
is that the degree of natural isolation between radio services
will be highly frequency dependent.

1.6 Format of the Lecture Materjal

Section 2 of this lecture deals with the propagation mecha-
nisms available for radio services, and with their basic charac-
teristics; the status of analysis and prediction techniques for
modelling propagation and interference generation is consid-
ered in Section 3. Section 4 examines the various aspects of
equipment and system design influencing the EMC of radio
services. The means by which the regulation and control of the
RF spectrum is effected are described in Section 5, whilst
Section 6 discusses areas of possible future concern to NATO
and other spectrum users, together with overall conclusions.

2. PROPAGATION AND INTERFERENCE
MECHANISMS

To fulfill the user requirements mentioned previously,
there are a number of distinct, naturally-occurring, physical
mechanisms which allow the propagation of radio waves over
a wide range of distances at different frequencies in the RF
spectrum. These will now be reviewed briefly (Griffiths 1987)
(ITT 1972}, and their major properties indicated.

2.1 Mec I: Guided Mode:

Such modes occur at the lower RF frequencies, typically
below a few 10s of kHz. Energy propagates via spherical
waveguide modes in the natural cavity formed by the earth’s
surface onone side, and the lower edge of the ionosphere on the
other. The width of this cavity is normally between 70 and 100
k. As with all waveguide modes, propagation losses are low,
giving the possibility of RF energy transfer over very long
distances; amplitude and phase stability are good - another
characteristic of waveguide propagation. A further important
property of radio waves in this frequencyrange is that they have
a significant seawater penetration as a result of their long
wavelength and correspondingly large skin depth (Watt 1967).

The properties outlined above make this form of propaga-
tionuseful for terresirial navigation systems requiring accurate
phase measurements, eg OMEGA (Swanson 1983) operating
overranges of several 1000s of miles at frequencies of approxi-
mately 10- 11 kHz. Propagation disruption can occur when the
ionosphere becomes disturbed, say due to abnormal solar
activity; in this case, phase stability will degrade, as will
navigational accuracy. Seawater penetration also makes this
band useful for low data rate broadcast communication from




surface transmirters to submerged submarines, although com-
munication in the reverse sense presents severe practical
problems. The wavelengths in this region of the spectrum can
be as much as several 1000s of kilometres; consequently, any
practical transmitting antenna can only be a very small fraction
of a wavelength in size and therefore highly inefficient, Essen-
tially, such antennas act as probes in the earth-ionosphere
cavity.

2.2 Mechanism II: Groundwave

In the frequency range from a few hundreds of kHz to
about 25 MHz, beyond line-of-sight (BLOS) ranges can be
achieved by groundwave propagation. When a radio wave is
launched from an antenna near to the earth’s surface, the
groundwave propagation mechanism will transfer radiated
energy with an efficiency that depends upon the parameters of
the ground over which it passes (chiefly conductivity and per-
mittivity), together with the frequency of operation. Maximum
ranges of a few 100s of km are achieved over a low-loss, high
conductivity, surface at lower frequencies; thus, lower fre-
quency operation over seawater is most effective (Norton
1960).

2.3 Mechanism III: lonospheric Skywave

The various layers of the ionosphere can act as a distrib-
uted refracting mechanism for radio waves in the frequency
range from about 2 to 40 MHz, although the available fre-
quency range at any time is dependent upon ionospheric state.
Fig. 5 shows the major elements of the ionosphere: it is a
stratified medium, with regions of electron density concentra-
tion known as “layers”. From a propagation viewpoint, the E-
and F-layers are most important in providing what is referred
to as “high frequency (HF)", or “shortwave”, communications;
in addition, “sporadic” E-layermodes can extend the availabie
frequency range substantially for limited periods of time over
restricted geographical areas. Above about 2 MHz, the D-layer
acts primarily as an attenuator of radio waves. Ranges out to
world-wide can be obtained via skywave propagation.

As indicated in Fig. 3, the major influence upon iono-
spheric state is the sun; levels of solar activity directly affect
the ionisation of the various layers, and hence the characteris-
tics of radio propagation via those layers. The earth’s magnetic
field also influences HF propagation. The medium is extremely
variable with time, season, solar activity, path orientation,
geographical position, etc; typically, radic waves will be
simulataneously refracted by more than one layer, giving rise
to multipath effects at the receiver (Davies 1966).

2.4 Mechanism IV: Meteor-Burst

Over the approximate frequency range from 25 to 100
MHz, long range radio propagation can occur as a result of
reflection from ionised meteor trails. These trails are due to
meteorites and micrometeorites entering the earth’s upper
atmosphere at an altitude of about 100 km and “burning up”,
thus creating a cone of ionisation which then rapidly disperses.
Whilst the trail persists, it is an efficient reflector of radio
waves and provides a high quality received signal; as the trail
disperses, the received signal deteriorates and may enter a
fading regime. Received signal durations are typically 0.510 1
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second, with inter-trail intervals of a few 10s of seconds.
Obviously, data can only be transmitted in relatively short
bursts but, during a burst, large bandwidths are available and
ranges oul to 2000 km can be achieved (Bartholome & Vogt
1968).

7-3

2.5 Mechanism V: Ionospheric Scatter

Within the same frequency range of about 23 to 100 MHz
quoted above for meteor-burst, ionospheric scaiter propaga-
tion can also occur. This is due to scattering of radio wave
energy from ionospheric irregularities at an altitude of approxi-
mately 100 km. Consequently, ranges out to 2000 km can again
be achieved. In contrast to meteor-burst, received signals are
continuous and relatively weak - a characteristic of many
scattering mechanisms (Bartholome & Vogt 1965). Other
scatter modes also exist in this frequency range, eg auroral

scatter (Thrane 1986).
2.6 Mechanism VI: Tropospheric Scatter

An important propagation mechanism from the frequency
management viewpoint, operative over a very wide frequency
range from about 30 MHz up to 11 GHz ormere, is tropospheric
scatter. The troposphere is a turbulentregion of the atmosphere
a few kilometres above the earth’s surface; radio wave scatter-
ing takes place as a result of relfractive index irregularities in
this region. Ranges out to aproximately 400 km are achievable,
again with relatively low signal strengths (CCIR 1966 }(Ishimaru
1988).

2.7 Mechanism VII: Line-of-Sight

Line-of-sight, sometimes referred to as “space” wave,
propagation occurs at virtually all frequencies, although prac-
tical line-of-sight (LOS) systems tend to operate in the fre-
quency range from say 30 MHz to a few 10s of GHz. Geo-
graphical range is primarily determined by geometrical consid-
erations, with antenna height being critical. Other factors
which cause variations in received signal level from that which
might be expected from simple geometrical calculations in-
clude diffraction, reflection, Fresnel zone effects, refraction
and atmospheric absorption. Fig. 6 shows an example of an
LOS technique, ie satellite commuriications, which clearly has
the potential for world-wide coverage. Terrestrial systems, on
theother hand, haveranges restricted to afew 10s of kilometres
(Livingston 1970).

2.8 Mechanism VIIL: Ducting

The phenomenon of ducting, in which EM energy is
propagated over beyond LOS distances when this would not
normally be expected, arises from the presence of naturally
occarring waveguides near o the earth's surface. Such waveguides
tend to form when weather conditions are very stable, and are
experienced particularly over seawater paths. The physical
dimensions of the waveguides are relatively small, with the
walls corresponding to refractive index discontinuities. Clearly,
propagation of radio signals in these waveguides will be most
efficient when their wavelengths are comparable with the guide
dimensions - typically from a few metres to a few 10s of metres,
However, ducting has been noted from frequencies ranging
from VHF to 11 GHz or more, over distances of a few hundred
kilometres (Rotherham 1984).
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Table 1 lists, in broad terms, the internationally designated
bands of the RF spectrum and their abbreviated titles, the
frequency and wavelength ranges for the bands, the main
propagation mechanisms, and typical services operating in
each band (ITT 1972).

3. ANALYSIS, MODELLING & PREDICTION
TECHNIQUES FOR PROPAGATION & INTERFERENCE

In the previous section, propagation over the complete RF
spectrum was described by reference to the various physical
mechanisms which can occur. In some cases, these mecha-
nisms are confined within a comparatively limited part of the
spectrum; in other cases, the mechanism may straddle several
of the bands shown in Table 1. Analysis, modelling and
prediction techniques for propagation and interference assess-
ment will now be reviewed, first by reference to those same
individual mechanisms, and then by considering situations in
which multiple mechanisms may occur simultaneously, A
more detailed treatment of some of this material can be found
in (AGARD 1979) and (AGARD 1986).

3.1 Gujded Modes

A comprehensive discussion of propagation modelling in
the ELF/VLF/LF bands is given by (Kelly 1986). As stated
previously, propagation in this frequency range is due to
spherical waveguide modes in the cavity between the earth’s
surface and the lower (D-layer) of the ionosphere. Within this
cavity, itis possible for anumber of different waveguide modes
toexistsimultaneously, their parameters being dependent upon
the physical characteristics of the cavity and its boundaries,
together with the manner in which the waveis launched into the
cavity. Thus, at a given point on the earth’s surface, the total
received signal will be due to a combination of waveguide
modes. Modelling essentially depends on a calculation of the
complex reflection coefficients of the ionosphere, which are
themselves functions of ionespheric electron and ion density
profiles, and the reflection coefficients of the ground, which
depend upon conductivity and dielectric constant; angles of in-
cidence and geomagnetic field conditions must also be speci-
fied. Consequently, analysis of system performance must take
account of the following parameters:

{a) the eigenangles foreach mode, dependentupon the
reflection coefficients of ground and ionosphere
(note that the ionosphere is anisotropic
because of interactions with the earth’s magnetic
field, causing crosspolar field components
on reflection);
(b) transmitter power and antenna type;
(c) receiving antenna type;
(d) the excitation factor for each waveguide mode;
(e) earth radius;
(f) grea t circle distance between transmitter and
receiver;
(g) ionospheric height;
(h) frequency of operation;
(1) free-space constants {(permeability and dielectric
constant);
(j) ground conductivity and dielectric constant.

One of the most sophisticated analysis programs to date is
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WAVEGUID, developed by the US Naval Electronics Labora-
tory Center and based on equations formulated in (Pappert
1970). This predicts the vertical electric fieid received at any
point on the earth's surface due to 4 vertical electric transmit-
ting antenna at another specified location. Fig. 7 is an example
of the output of this type of analysis for a seawater path at 24
kHz, showing that the regions of greatest prediction inaccuracy
occur around the interference nulls at 2.4 and 3.8 Mm.

Maximum errors in field strength prediction ntormally de
not exceed a few dB, as illustrated by the data of Fig. 7, when
the ionosphere and earth's surface can be considered isotrofic.
When the isotropic assumption cannot be maintained, the
analysis procedures required become more sophisticated, with
a tendency to larger errors. In these cases, when the path
parameters vary spatially, mode-matching techniques coupled
with the WKB approximation are used in conjunction with the
basic waveguide models, eg (Pappert & Shockey 1974). An
altemative to waveguide analysis is termed the “wave hop”
technique (Morfitt & Halley 1970); this treats the total received
signal as comprising components due to groundwave, 1-hop
skywave, 2-hop skywave, etc, and has an accuracy comparable
with that of waveguide analysis.

It is also possible to carry out time dispersion and mulii-
path delay calculations using the same propagation models.
Multipath is normally the more severe of the two effects and
can give rise to maximum time delays of about .7 ms.

In any system performance prediction, an acceptable
grade of service can be associated with aminimum SNR, which
itself will be dependent upon the particular channel encoding
scheme employed by the system. Therefore, itis alsonecessary
to model the noise environment which, as indicated in Fig. 3,
is dominated by atmospheric sources at the lower end of the RF
spectrum. The noise pdf is non-Gaussian and is often taken to
be log-normal; consequently, noise clipping can be effective.

As with all natural phenomena, ELF/VLF/LF propagation
is the subject of statistical variation. Normal conditions can be
predicted with reasonable asccuracy, but abnormal (statisti-
cally rarer) effects cannot be modelled with such precision. The
physical phenomena which can cause greater divergence be-
tween predicted and actual field strengths include:

(a) increased solar activity, such as solar flares, giving
rise to sudden ionospheric disturbances (SIDs)
and magnetic storms;

(b) polar cap absorption (PCA) events, again due

1o excess solar particle emissions interacting
with the earth’s near-vertical magnetic field
in polar regions;

(c) transition fading when the day/night terminator
crosses the propagation path;

(d) formation of an ionospheric C-layer, below the D-
layer, as aresult of cosmic ray activity;

{e) ground conductivity and weather effects, which

alter the parameters of the lower propagatioboun
dary;

() propagation over paths exhibiting many and large

changes in values of the ground constants.
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3.2 Groundwave

The prediction of field strengths due to the groundwave
mechanism introduced in Section 2.2 is normally reasonably
precise, ie within a few dB, providing that the ground constants
can be quantified with sufficient accuracy. The general form of
groundwave propagation equation is

E=(AkP%/d mVim (2)

where A is an attenuation factor, k is a further scaling factor
which varies with the type of transmitting antenna employed,
Pisthe transmitted power in kW, and d is the path Iength in km.
In one formulation, A itself can be taken to be a function of
distance, frequency and conductivity (Norton 1936 / 1937), ie

A =(2+03p)}/(2+p+0.6p% 3)
with p, the “numerical distance”, given by
p=(0582d /s 4

where f is the frequency in MHz and s is the ground conductiv-
ity in mS/m. Cther elaborations to this basic theory have been
developed, eg W incorporate the effects of ground permittivity,
inhomogeneous paths (Millington 1949), etc.

Fig. 8 is an example of the variation of groundwave field
strength with distance and frequency (CCIR 1978b). The
groundwave is a comparatively stable propagation mechanism
interms of the amplitude and phase of thereceived signal. Time
dispersion over say a 300 km path can be of the order of 200 ns.

3.3 lonospheric Skywave

HF, or short wave, ionospheric skywave propagation,
which can typically occur anywhere in the frequency range
from about 2 to 40 MHz, is one of the more important BLOS
mechanisms from a NATO operational viewpoint, particularly
for mobile communications. It suffers from the major disad-
vantage of a highly variable propagation path, whose charac-
teristics are affected by a wide range of physical and system
design parameters, Consequently, modelling and prediction
precision is somewhat limited. Signal properties depend upon
complex interactions, primarily between solar radiation and
particle emissions, the ionosphere and the earth's magnetic
field.

In general terms, the normal cbserved properties of an HF
skywave path are (Bradley 1979):

(a) at the lower frequencies, waves at all elevation
angles (including vertical incidence) are refracted
back to earth by the ionosphere;

(b} at the higher frequencies, waves at near vertical
incidence tend to propagate through the iono-
sphere and are not refracted back (o earth;

(c) the smatler the launch angle of the waves with
respect to the earth’s surface, the range achieved;

(d) the higher the frequency of the wave, the
greater the height in the ionosphere at which
refraction takes place;

(e) the smaller the launch angle of the waves with
respect to the earth’s surface, the lower the
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height at which refraction takes place.
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From Fig. 3, it is seen that HF radio systems tend 10 be
external noise limited by atmospheric sources. However, a
more significant limitation on system performance is co-
channel interference due to other bona fide spectrum users; any
HF channel is assigned several times over on a global basis, and
therefore, because of the world-wide nature of skywave propa-
gation, there is a high probability of different services interact-
ing. Another important feature of HF propagation is the occur-
rence of long multipath delays of several ms or more. Even at
relatively low transmission rates, these multipath effects can
cause significant intersymbol interference.

Much of the work on long-term HF modelling has been
carried out under the auspices of CCIR, eg (CCIR 1970a) and
{CCIR 1978c). Input data reguired by such programs include:

(a) time of day;

(b) month;

(c) index of solar activity, eg sunspot number;
{d) position of transmitter and receiver terminals;
(e) antenna types use;

(f) ransmitter power;

(g) receiver site noise level;

(h) frequency, or frequencies, of operation;

(i) required SNR.

Among output parameter estimates required by arange of
users are:

(a) most reliable propagation mode, eg 1-hop F2,
2-hop E, etc;

(b) elevation angle associated with the most
reliable mode;

(c) propagation time of the most reliable mode;

(d) how many days per month the most reliable
mode can be expected to occur;

(e) transmission loss associated with the most
reliable mode;

(f) field strength of the most reliable mode;

(g) the proportion of time for which the received

SNR is likely 10 exceed a specified threshold;

(h) strength of the multipath components;

(i) maximum usable frequency (MUF);

(j) lowest usable frequency (LUF);

(k) optimum working frequency (OWF or FOT).

A typical output format from an HF prediction program is
shown as Fig. 9; here, MUF, FOT and LUF are plotted as
functions of universal time, with the relevant propagation,
noise and system data shown above.

Many different analysis and modelling programs exist,eg
CCIR 252-2, HFMUFES4, IONCAP, APPLAB, MINIMUF,
CCIR 894, etc. Some are mainframe-based and some PC-
based. Predictions are normally made on a “monthly median”
basis and, on this basis, they are reasonably precise: MUFs and
LUFs can be predicted to better than 1 MHz under normal
conditions; signal and noise level estimates to within about 10
dB are also realistic. The major problem with such programs is
that on a short-term, or daily, basis, actual conditions may
differ significantly from the monthly median values. It is
therefore necessary to complement the long-term models with
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short-term data (Bradley 1979) or some form of real-time chan-
nel evaluation (RTCE) (Damell 1983) if predictions which are
reliable on an hour-to-hour basis are to be obtained.
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There are still many features of HF systems which canonly
be modelled approximately, eg auroral effects, sporadic E-
layer propagation and co-channel interference (Laycock et al
1988); therefore, on any givenday, errors insay SNR estimates
of several 10s of dB are not uncommon. Co-channel interfer-
ence is the most significant modelling deficiency since it rep-
resents, in tangible terms, inadequate EMC. Indeed, it 1is
unlikely that there will ever be a precise short-term model for
such effects.

3.4 Meteor-Burst

By its very nature, meteor-burst propagation can only be
characterised statistically since there is no way of predicting
the occurrence of specific meteors. Therefore, parameters such
as the distribution of burst types and lengths, the mean time
between bursts, and the distribution of received signal and
noise levels must be employed. Because of the coherent nature
of the reflected energy, particularly in the initial part of the
burst before significant diffusion has taken place, transmission
losses are about 20 dB lower than for true scattering mecha-
nisms, eg ionospheric scatter (Section 3.5).Fig. 10 shows the
amplitude-time profiles for two typical meteor trails.

Because of geometrical considerations, systems with
specified terminal locations can only use the small proportion
of the total number of meteor trails which have appropriate tra-
jectories. These geometrical restrictions alse mean that the
area over which energy from a given trail can bereceived, ie its
“footprint”, is comparatively small - frequently only a few
kilometres across. This implies that the interference generation
potential of meteor-burst systems is small, and that frequency
sharing between multiple terminals is viable,

A statistically characterised propagation path implies that
any modelling will also be of a statistical nature. Inputs
required by an analysis program are very similar to those listed
for an HF skywave analysis routine in Section 3.3. Noise on
meteor-burst links is normally a combination of galactic and
man-made; both components can be spatially non-uniform.
Models azpplicable to meteor-burst systems are described by
(Brown 1985) and (Ostergaard 1986). Again, there is a problem
that the instantaneous conditions expertenced by a given user
on a specific link may differ substantially from the median
conditions predicted by the statistical model.

3.5 [opospheric Scatter

Ionospheric scatter propagation involves a high transmis-
sion loss, coupled with long- and short-term fading mecha-
nisms. As a consequence, high gain aniennas and diversity
combining are required if transmitted powers are to be kept at
reasonable levels. Because the frequency range is approxi-
mately the same as for meteor-burst propagation, the noise
characteristics are similar to those described in Section 3.4.
Modelling of this scattering mechanism can be relatively
precise in terms of the received SNRs, since hourly median
values of signal strength and fading (assumed Rayleigh) mar-
gins can be characterised with reasonable accuracy, ie within
a few dB (Griffiths 1987).
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In the same frequency range, it is also possible for other
scattering mechanisms Lo occur, eg due to ionospheric iregu-
larities aligned with the earth's magnetic field. These are
extremely difficult 1o predict and model with any precision.

3.6 Tropospheric Scatter

Modelling of iropospheric scaller propagation can, as with
ionospheric scatter, be carried out with reasonable precision.
Again, median path losses and long- and short-term fading
characteristics are required. The wide frequency range over
which troposcatter effects can be observed, from a few 10s of
MHz to more than 10 GHz, complicates the analysis in terms
of noise effects; from Fig. 3, it can be seen that the dominant
noise mechanism affecting system performance will vary over
this range. An additional complicating factor in the analysis
arises from the fact that scattering takes place only a few
kilometres above the earth's surface and, therefore, the refrac-
tive index trregularities within the “scatiering volume™ are
influenced by local weather systems (Spillard 1990). Many
analysis models, eg (Yeh 1960) and (CCIR 1986a), have been
employed; they have varying degrees of sophistication, but
typically require the following types of input:

(a) transmitter and receiver locations;
(b) frequency of operation;

(c) antenna types;

(d) antenna heights;

(e) ransmitter power;

(f) effective earth radius;

(g) surface refractivity;

(h) diversity arrangement;

(i) atmospheric gas absorption;
(j) terrain data;

(k) climatic data.

As stated previously, outputs are typically median signal
levels, SNRs, and fading margins. For high rate digital rans-
mission, estitates of time dispersion are also required.

From an EMC viewpoint, troposcatter is a very significant
mechanism because of its wide frequency range and BLCS
ranges. Although the existence of low-frequency tropscatter
has been noted for many years, of late, more attention has been
given to the characterisation of troposcatter in the high-HF and
low-VHF bands (Damell et al 1991), where strong signals due
1o the mechanism have been observed; Fig. 11 shows an
example of the diurnal variation of signal level at47 MHz over
a 300 km path. Significant levels of troposcatter have also been
measured at 11 GHz (Spillard 1950).

3.7 Linc-of-Sight

Of all available propagation mechanisms, line-of-sight
(LOS) is the most amenable to accurate characterisation.
However, there are a number of additional effects which tend
tomake the process of path modelling less precise, particularly
when mobile terminals are involved, ie (Brodhage and Hor-
muth 1977);

(a) atmospheric refraction;
(b) terrain features and their seasonal variability;
(c) Fresnel zone obstructions;
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(d) reflections;

{(e) diffraction;

(f) atmospheric absorption;

(g) rainfall attenuation;

(h) local noise sources and interference;
(i) anomalous propagation modes;

(3) polarisation rotation;

(k) Doppler effects.

Satellite systems are themselves LOS links; in practice,
fixed links can be modelled with high precision because many
of the factors listed above are not significant, or do not vary.
Also, at the higher frequencies above about 2 GHz, system
performance is internal noise limited (see Fig. 3); the charac-
teristics of this predominantly thermal noise are stable. Thus,
received SNRs inmicrowave satellite systems can often be pre-
dicted to within a dB.

For mobile terrestrial systems operating in the YHF and
UHF bands, the sination is very different, and prediction errors
of several 10s of dB can be experienced. Hence, the potential
for frequency sharing is extremely variable, as are interference
effects.

3.8 Dueting

Ducting, as indicated in Section 2.8, can give rise to strong
signal propagation over significant BLOS distances. The physi-
cal basis of the formation of ducts is extremely complex, im-
perfectly understood, and thus cannot be modelled accurately.
Prediction techniques are at best probabilistic, and indicate the
conditions under which ducting is likely to occur, eg with stabie
meteorological conditions, over seawater paths, etc,

3.9 Multiple Mechanism Paths

Asindicated in the preceding sections, analysis techniques
having varying degrees of precision are available formodelling
individual propagation mechanisms. Operationally, however,
frequency bands used by various military and civilian services
are such that there is a possibility thatmore that one mechanism
may occur simultaneously. Thus, interactions between radio
systems calculated on the basis of a specific propagation
mechanism may well prove to be considerably in error if other
mechanisms are present.

Taking as an example the low-VHEF band, from say 30 to
100 MHz: in this region of the spectrum, there is a possibility
that all the propagation mechanisms discussed above, with the
exception of spherical waveguide modes, can occur (Darnell
1990). Hence, any EMC modelling, frequency planning and
spectrum management procedures should ideally take this into
account. Similarly, in the 900 MHz UHF region, LOS propaga-
tion, troposcatter and ducting can all be present.

4. RADIO EQUIPMENT & SYSTEM DESIGN &
OPERATION FOR ENHANCED EMC

Figure 12 outlines the main elements of radio system EMC
which can enhance spectrum utilisation efficiency and ease the
spectrum management problem; they are divided into two cate-
gories:
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(i) equipment / system concepl and design;
(i) in-service measures.

In this section, attention will be concentrated on (1) above.

4.1 Propagation and Noise Modelling

In Section 3 of this paper, the status of modelling tech-
niques in the various frequency bands is outlined. Obviously,
there is an on-going requirement to upxdate these analytical
models in the light of new experimental data and in response 1o
new system and operational requirements. For example, an
increased emphasis on digital transmission schemes brings
with it a need to be more precise in the characterisation of time
dispersion and multipath effects. Similarly, a situation in
which an increased number of mobiles are deployed in a
confined geographical area requires greater aitention to be
given to methods of achieving system isolation, eg via polari-
sation diversity.

4.2 Signal Generation and Processing

Fig. 13 shows the functicnal units of what can be termed
a“generalised information transfer system”. The actual archi-
tecture of any practical radio system can be mapped to these
units.

In modern radio systems, digital transmission techniques
predominate. The advantages of such techniques are:

(a) they allow signals to be regenerated exactly,
giving effectively a "distance-independent”
SNR, rather than the SNR continuously

degrading, as is the case with analogue
transmission;

(b) they allow signals to be fully encrypted;

(c) they facilitate channel sharing by muitiple

simultaneous users;

(d) they enable error control coding to be applied;

(e) they allow exploitation of a wide range of

digital signal processing devices and
algorithms,

However, digital transmission techmiques also have a
number of disadvantages, ie;

(f) they tend to be bandwidth-inefficient;

(g) variability of transmission rates as channel
conditions change is limited because of
terminal equipment characteristics;

() some form of synchronisation is normally required.

All the advantages (a) to (e) are also beneficial in EMC
terms; similarly, the disadvantages (f) to (h) tend to be detri-
mental to EMC. Item (f) should be noted especially: a simple
calculation serves to illustrate the problem. Consider a toli-
quality analogue speech signal with a bandwidth of about 3
kHz; the theoretcal (Nyquist) sampling frequency for this
signal, [, is given by

£ = 2x3000 = 6kHz (5}
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Allowing a safety margin for non-ideal sampling and
band-limiting, choose

7-8

£ = $kHz ©)

Ttisnow required to digitise, or quantise, these samples to
about 0.5 to 1% accuracy; therefore, each sample is specified
by an 8-bit binary word. The overall data rate for the digitised
speech, R, is thus

R = 8000x8 = 64 kbits/s (7)

Fig. 14 shows the general form of the spectrum of this
digitised signal; often, the first null is taken as being an
indication of the required transmission bandwidth, ie 64 kHz.
Itis seen, therefore, that there is approximately a x20 expansion
int bandwidth requirements in converting from analogue to
digital speech; this represents a potentially severe frequency
management problem if spectrum is limited - which is nor-
mally the case at the lower end of the RF spectrum.

The manner in which each of the functional elements of
Fig. 13 influences the EMC characteristics of a radio system
will now be discussed,

(i) Data Source

Most data sources have two components, ie “informa-
tion”, which it is essential to preserve during transmission, and
“redundancy”, which can be discarded. A speech signal is a
good exampie of this where many of its features, such as pitch
variation, loudness, high frequency energy, eic, are not essen-
tial to its understanding. Also, many digital data sources have
states with very different probabilities of occurrence, and
hence a predictability which constitutes deterministic redun-
dancy. In principle, providing that the source can be character-
ised, say in terms of state probabilities, much of this redun-
dancy can be systematically removed.

It should be noted that one of the most effective ways of
easing operational demands upon the radio spectrum is simply
o minimise the amount of data to be transmitted by pre-
planning and eliminating unnecessary messages.

(ii) Source Encoder & Decoder

The functions of the source encoder are to transmit the
source signal in form required by the user, eg digitally to
facilitate encryption, and to remove as much of its determinis-
tic redundancy as possible. Previously, it was demonstrated
that directly digitised speech could typically have a datarate of
64 kbits/s; a source encoder, in the form of a vocoder, can
provide intelligible digital speech atrates of between 0.8 - 2.4
kbits/s by making use of an appropriate model of speech
production, eg formant, LPC, channel, etc (Damell 1934).
Similarly, if daia compression techniques, such as run-length
encoding, can be appiied to adigital source, the source rate will
again bereduced, Encryption can also be considered as a source
encoding function.

There are two main benefits to be derived from efficient
source encoding:
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(i) from Fig. 14, it is evident that the signal
bandwidth, and hence spectral occupancy,
reduces as the clock rate reduces;
(ii) if the transmitted data rate over the channel is
fixed, a reduction in source rate allows more of
the channel capacity to be used for say error
control - thus enabling higher levels of noise
and interference to be tolerated; hence,
channel selection criteria become less
stringent.

_ Ingeneral, the more that is known of the source character-
istics, the more effective can the source encoding procedures
be made.

(iii) Channel Encoder & Decoder

The function of the channel encoder is to condition the
output of the source encoder in such a way that it can withstand
the types of noise, interference and distortion which will be ex-
perienced during transmission over the channel. Thus, channel
encoding primarily encompasses the funciions of modulation,
error control coding, synchronisation and multi-user coding.

Of particular importance in the spectrum management
context are modulation techniques which optimise energy
concentration within a given channel, and minimise any “spill-
over” into adjacent channels. The usual measure for digital
modulation schemes is termed the “bandwidth efficiency”, and
is expressed as (bits/s)/Hz. Basic binary modulation methods,
eg ASK, FSK and FSK, rate poorly using this criterion; more
complex multi-state modulation schemes and partial-response
techniques, eg QAM, MSK, GMSK, GTFM, etc, score com-
paratively highly (Haykin 1988). However, the more complex
schemes also tend to be more susceptible to channel perturba-
tions and need to be employed in conjunction with error control
coding. On many practical radio channels, therefore, it may be
better to use simple and robust modulation methods in conjunc-
tion with modest error control coding, rather than complex
modulation formats and powerful codes.

The EMC of radio systems can be improved if the number
of separate channels required can be minimised. Here, it is
important that techniques to allow a given channel to be shared
between a number of simultaneous users are exploited to the
full; time-division multiple-access (TDMA), frequency-divi-
sion multiple-access (FDMA) and code-division multiple-
access (CDMA) are all valuable here.

As more precise information becomes available oncurrent
channel state, so the channel encoding procedures can be made
more efficient. With time-varying and dispersive channels,
some form of RTCE is required forsensing channel state so that
channel encoding algorithms can be adapted responsively
{Darell 1983).

(iv) Diversity Combining

A further aspect of signal design and processing which can
potentially enhance EMC is the use of diversity combining
This technique requires that two or more versions of the
required signal should be available at the receiving site. In a
noisy environment, with fading signals, diversity combining is
most effective if the noise, interference and fading character-
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istics of the different versions are independent, oruncorrelated.
There are a number of possibilities for obtaining these m (>=
2) versions of the wanted signal, ie

(a) the use of separated receiving antennas
(space diversity);

(b) the use of receiving antennas of different
basic polarisations (polarisation diversity);

{(c) transmission of the signal simultaneously on
different radio frequencies (frequency
diversity);

(d) transmission of the signal at different times
(time diversity);

(e) the use of signals received via different
propagation paths (mode diversity).

Diversity combining essentially applies a compensation
principle, ie when one version of the received signal is of poor
quality, then at least one of the other versions will be of better
quality; hence, in comparison with the single received version
case, an improved overall signal estimate can be phtained by
considering all versions. In practice, this means that a Jower
mean SNR can be tolerated at the receiver for the same level of
performance (Griffiths 1987). Fig. 15 is a plot of the reduction
in received SNR, relative to anon-diversity system, which can
be achieved with ideal dual (m = 2) and quadruple {m = 4)
diversity combining for arange of biterrorrates (BERs); in this
case, non-coherent binary FSK is assumed. Allowing for
imperfect implementation and a degree of correlation between
versions, it is seen that at a BER of say 1 in a 1000, the simplest
dual-diversity system gains at least 10 dB in SNR relative to a
non-diversity system. This means that the transmitter power
can be reduced by 10 times, with the obvious spectrummanage-
ment advantages.

4.3 RE Equipment

No practical radio transmitter is perfect; all will exhibit
some degree of non-linearity and also generate noise. There-
fore, the following criteria must be reflected in equipment
specifications (Schemel 1973):

(a) levels of broadband radiated noise;

(b) direct harmonic levels;

(c) intermeodulation product (IP) levels;

(d) frequency / phase stability;

(¢) spurious products resulting from frequency
synthesis.

Limits for such emissions are specified in (CCIR 1970b).
Of particular importance are odd-order IPs with frequencies of

f-,p=ipf.i-qui rf + .. )]
where p, g, 1, etc are integers, and f , £, , {_, etc are the causal
frequencies. Of these odd-order IPs, the 3rd-order products are
the most significant since they are at the highest level and tend
to fall back into the same frequency range as the causal signals.
Although, relative to the intended transmission, (a) - () above
will normally be at low level, they may nevertheless cause
EMC problems for other systems in close proximity,

In the same way, radio receivers also suffer from non-
linearity, noise and other imperfections which degrade their
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performance; chief of these are:

(a) IP generation;

(b) harmonic generation;

{c) synthesiser-generated spurious signals;

(d) reciprocal mixing effects due to local
oscillator phase noise;

(¢) internal noise;

(F) cross-modulation and blocking.

Particular problems occur with RF equipments when
multiple transmitters and receivers (possibly operating in
different frequency bands) are co-located, or are in close
proximity (Schemel 1973). For example, cross-coupling can
occur in the output stages of transmitters via antennas, feeders,
common antenna working, etc, causing additional intermodu-
lation.

Antenna directivity can ease coupling problems although,
under co-sited near-field conditions, the level of coupling is
difficult to analyse. More generally, antenna directivity and
polarisation can be used to increase the level of isolation
between systems, to allow lower transmitter powers, and to
decrease frequency re-use distances - all tending to improve the
EMC characteristics of radio systems.

The effect of sitefenvironmental non-linearities must also
be considered in a multiple-transmitter/multiple-receiver in-
stallation, since these can provide an additional source of
harmonic and IP generation. This is particularly severe in a
maritime situation where salt water corrosion has for many
years beenl observed to give rise to the “rusty bolt effect”, in
which metal-to-oxide junctions act as electrical non-linearities
when illuminated by EM ficlds. The spurious components
generated by site non-linearities can block what might other-
wise be usable channels for nearby receivers. In general, good
installation practice and careful mainlenance can minimise
these effects.

4.4 Operationa] & Control Procedures

The manner in which a radio system is operated and
controlled can have a significant influence upon its EMC
characteristics. For example

(a) minimisation of transmitted data reduces
spectral occupancy;

(b) pattems of transmission can influence the degree
to which a given RF channel can be shared
between multiple users;

(c) use of natural terrain features can provide

isolation between services, and hence
facilitate channel sharing;

{d) radiated power control (RPC), such that

system performance is just adequate, eases
the problems of spectrum congestion; it should
be noted that the implementation of such a
procedure requires the availability of RTCE
and an adaptive sysiem architecture;

(e) intelligent frequency selection can influence
the radio propagation mechanism, and hence
the geographical regions over which radio
signals can be received.
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5. REGULATION & CONTROL OF THE RADIO
SPECTRUM

An important source of information conceming the gen-
erai subject of spectrum regulation and control is (CCIR
1986b); much of the data summarised here is taken from that
source.

5.1 Users of the RF Spectrum

The internationally adopted classifications for users of the
RF spectrum are shown in Table 2, together with brief expla-
nations of the terminology. Most nations adopt the following
order of prierity for spectrum allocation (Weisz 1989):

(1} military services;

(2) aeronautical and maritime emergency
commuanications, radio navigation and radio
location services;

(3) public safety services, eg police, fire, ambulance;

(4) national telecommunications services;

{5) broadcast radio and TV services;

(6) private user services, g mobiles;

{7) others.

Any radio emission for any of the services listed in Table
2 must have a type designation; again, these designations are
accepted internationally. A 3-symbol code is used,

1st Symbol: type of modulation of the main carrier

2nd Svmbgl; nature of signals modulating the main
carrier

3rd Symbol: type of information to br transmitted.

For example, the designation “A1B" defines amplitude
modulated automatic telegraphy by on-off keying, without the
use of a modulating audio frequency, whilst “F2A” indicates
frequency modulated telegraphy by on-off keying of a fre-
quency modulating audio frequency, or frequerncies, or by on-
off keying of ameodulated emission. Table 3 lists the complete
set of designation symbols.

3.2 Spectrum Utilisation and Efficiency

If the RF spectrum is to be managed and conserved
effectively, it is necessary to be able to quantify the efficiency
of radio system spectrum utilisation. The simple fact that
spectral "space” is occupied by a system says nothing about
how efficiently the spectrum is being used. In general terms,
therefore, “spectrum efficiency (SE)” is represented by

[Informaticn actually transferred

SE = adi tem ove el (9
[the amount of spectrum space
used]

Systern design features which enhance the EMC of radio
systems include. antenna directivity, geographical separation,
frequency sharing, multiple-access techniques, diversity, RPC,
bandwidth-efficient modulation schemes, etc; thus, a measure
of spectrum utilisation, or spectral space oceupied, should
reflect these considerations, Spectrum utilisation (U) is there-
fore defined as:
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U=BST (10

where B is the occupied radio bandwidth, § is the geomet-
ric space associated with the system and T is the transmission
time. S may be a line, an area, a volume or an angular sector,
depending upon the nature of the system being considered.
Hence, using (9) and (10):

[Information transferred

SE = over a rangel (11)
BST

In this form, the definition of SE is very general; it needs
to be refined and applied to each specific system. One way of
quantifying the numerator of {11) is to use equation (1} in the
form of the channel capacity, C:

C = T = Blog,[1 + SNR] bits/s (12)
Then, (11) can be expressed, using (12), as
SE = (CD)/BST) (13)

where D is a range over which a specified SNR can be
maintained.

5.3 Protection Ratios

The performance of any radio system will, to a first
approximation, be determined by the SNR achicved at the
receiver. In the EMC context, “noise™ also has to include
interference. The “protection ratio” (P) for aradio transmission
is defined as the minimum value of SNR which will provide a
defined grade of service, ie

P= wer of wanted signal (14)
[Mean power of noise]

As an example of the application of (14), the values of P
required for voice communication with different grades of
service are listed below.

Grade of Service P (dB)
Minimum interference threshold >32
Good commercial quality 32
Marginal commercial quality 14
Threshold of intelligibility 9
Operator-to-operator (just usable) 5

These ratios assume an interference source which can be
reasonably modelled as Gaussian white noise (GWN); if this is
not the case, the characteristics of the particular interference
source may modify the ratios quoted. Fig. 16 is an LOS radio
system example, showing the way in which the ratio P can be
used to establish the minimum separation between wanted and
interfering signal transmitters; here, d is the maximum range at
which the wanted signal can bereceived with the required grade
of service when the interfering transmitter is at the Jocation
shown.

The effect of a noisefinterfering signal on a wanted signal
will depend upon the degree of overlap between their iwo




spectra, ie their frequency offset. This effect is quantified by a
“frequency-dependent rejection” (FDR), which is a function of
receiver selectivity, Considering the situation shownin Fig. 17:
U(f) is the spectrum of the interfering signal, centred on fre-
quency f ; similarly, W(f) is the passband of the wanted signal
receiver, centred on f. The FDR, which is a function of the
frequency offset, f, given by

ROVIOE

£ = mod{f - f] (15)
is itself defined by
@
f W df
FDR(f)) = 10 log,, ° (16)
ag

WD) U(E + 1) df

The FDR is effectively a measure of the reduction in the
interference potential of an interfering ransmission as the
frequency separation increases. In tum, the FDR can be related
to an increase in range over which a desired SNR can be
maintained as the frequency separation f_ increases.

Another way of expressing the same concept is by means
of a “relative RF protection ratio” (A), where

A = P(f) - P(0) an

Here, P(f ) is the protection ratio, or effective SNR, when
the two signals are separated by £, and P(0) the ratio when they
both have the same centre frequency.

In order to employ the concepts introduced in this section
in a radio system EMC analysis, use must be made of the
propagation models described in Section 3, together with the
system design parameters outlined in Section 4.

5.4 Reguiation & Control of the Radio Spectrum

The International Telecommunications Union (ITU) is an
agency of the United Nations with responsibility for overseeing
all aspects of international radio spectrum allocation and
usage. This is achieved primarily via World Administrative
Radio Conferences (WARCS), where member nations of the
ITU take part in the decision making. Decisions of the WARC
are ratified by member nations, and promulgated by the [TU.

The objectives of the ITU include:

(a) to promote co-operation between member
governments;

(b) to allocate the radio frequency spectrum to

different user groups and services;

(c) to co-ordinate efforts to eliminate detrimental
interference between spectrum users;

{d) to encourage measures for ensuring the safery
of life.

Under the administration of the ITU are two major
committees, ie the International Telegraph & Telephone Con-
sultative Committee (CCITT) and the International Radio Con-
sultative Committee (CCIR). Both are tasked with studying
technical and operational questions, issuing recommendations
for equipment, signal and control specifications, and ensuring
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compatibility between nations; both make extensive use of
study groups, working parties, etc staffed by national experts.
In general terms, CCITT is concerned with systems and tech-
niques making use of “guided” propagation, whilst CCIR cov-
ers systems and techniques employing “unguided” propaga-
tion, ie radio.

The CCIR holds a Plenary Assembly every 4 years at
which the documents produced by the study groups are ratified
as appropriate; these are then published in the form of “green
books”. Various volumes are published, relating 1o the areas of
interest of the study groups, eg

Volume I: Specirum utilization and monitoring;
Volume II:  Space research and radioastroncny;
Volume ITI:  Fixed service at frequencies below
about 30 MHz;
erc.

Another organisation, operating under the auspices of the
ITU, is the International Frequency Registration Board (IFRB),
whose main task it is w0 implement the frequency planning and
co-ordination decisions of the WARC,

In addition to spectrum control and regulation at an
international level, there needs to be a corresponding degree of
spectrum management and enforcement exercised at national
level. In the United States, for example, this function is carried
out by the by the Federal Communications Commission (FCC)
and the National Telecommunications and Information Ad-
ministration (NTIA); in the United Kingdom by the Depart-
ment of Trade and Industry (DTI) Radio Regulatory Division
and the Ministry of Defence; etc.

NATOQ itself is not a recognised body at the ITU; therefore
NATO’s interests must be represented by a co-ordinated posi-
tion agreed to by the representatives of the NATOnations, with
the co-ordinating body being the Allied Radio Frequency
Agency (ARFA) (Fitzsimons 1986). There is only one fre-
quency band allocated for exclusive NATO use, ie 225 - 440
MHz.

6. CONCLUDING REMARKS: TRENDS & FUTURE EMC
CONCERNS

The topic of **Specirum management and conservation” is
vast; in a relatively brief lecture, it is only possible to outline
the essential framework of the discipline, For this reason, a
comprehensivelist of relevantreferences has been provided for
more detailed reading. In conclusion, it is perhaps worthwhile
10 indicate a number of specific trends and areas which may
well give rise 10 radio system EMC concerns in the future.

6.1 Pressyre on Spectrum Allocation

As indicaied in {Darnell 1991) and (Fitzsimons 1991),
there will be increasing pressure placed upon the spectrum
allocation process by the unprecedented increase in civil radio
systems, particularly for portable and mobile purposes. Civil
demands will create a situation in which bands previously
employed primarily for military purposes may have to be
released.

To some extent, this situation will be eased by the progres-
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sive exploitation of higher frequency bands, eg 30 - 70 GHz;
this is made possible by the ability to fabricate devices capable
of significant power generation at these higher frequencies.
However, there will undoubtedly be a still greater impetus in
the direction of radio system designs providing improved
spectral efficiency (see Section 4) and an increased use of civil
communications facilities, such as PTT networks, by the
military. The requirements for security and encryption, which
previously gave rise to dedicated miltary digital systems, will
be metin part by future civil digital systems. Therefore, mobile
terminals compatible with say the Integrated Services Digital
Network (ISDN) may well fulfill important operational roles.

6.2 Channel Sharing Techniques

With limited spectrum space available 1o satisfy an in-
creasing number of more sophisticated requirements, tech-
niques for channel sharing are assuming greater significance.
In the military UHF band, single channel bandwidths have
reduced from 100 kHz to 25 kHz and less over the past few
decades as a result of improved system design - the main
elements of which are better selectivity, lower speech digitisa-
tion rates and greater frequency stability; this is a rend which
can be expected to continue.

7-12

In the satellite communication context, effective fre-
quency sharing within the transponder bandwidth, via various
multiple-access techniques, has been practised by NATO and
other operators for many years (Campanella 1989), The main
techniques employed are variants on basic TDMA 1o take
account of different demand levels and contention problems,
FDMA and CDMA. In FDMA, the chief EMC disadvantage is
the generation of IPs as a result of satellite non-linearity. Any
future proliferation of Very Small Aperture Terminals (VSATS)
willrequire more sophisticated channel sharing techniques and
control protocols (Naderi and Wu 1988), including multi-beam
antennas and composite multiple-access schemes, eg FDM/
TDMA.

In the field of terrestrial mobile radio, much activity is
directed at civil cellular networks, such as the pan-European
system; here, channel re-use is vitally important since it has a
direct effect on the viability of the system (British Telecom
Research Laboratories 1990). Multiple-frequency trunking
techniques, in which mobile users, under the control of a base
station, are shifted dynamically between individual channels in
an allocated set are employed in land mobile services. One
factor which is likely to be more widely exploited for improved
frequency re-use, especizally for military purposes, is the de-
tailed nature of the terrain over which the system is operating.
The more widespread availability of digital terrain maps will
allow predicted propagation and interference levels for an
interconnected LOS network of mobile terminals and base
stations to be computed in real-time. This, in tam, wil] allow
adaptive selection of antenna polarisations, operating frequen-
cies, transmission rates, etc. For BLOS systems, the applica-
tion of integrated RTCE techniques will enable adaptive fre-
quency selection, variation in transmission rate, RPC, etc to be
carried out.

6.3 Introduction of Wideband Systems

Increasing numbers of wideband (frequency-hopping or
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direct-sequence spread-spectrum) systems are being intro-
duced into frequency bands previously only occupied by more
conventional narrowband systems. The levels of mutual inter-
ference between these two classes of systems have been a
matter of study by NATO for a number of years (Fitzsimons
1991). Further work is required to quantify this situation more
precisely in terms of co-channel and adjacent-channel interfer-
ence over the complete range of propagation and operational
scenarios.

In the HF band, a similar problem will exist as more
adaptive BLOS systems, operating in response to RTCE data,
are introduced into an environment comprising largely non-
adaptive systems. The frequency management implications of
this evolution need to be evaluated,
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Band Frequency = Wavelength Band Range & Services

No. Range Range Name

2 30-300Hz 10°-10°km ELF SeveralMm:specialised low datarate communications, eg for submarines; sea-
3 03-3kHz 10°-10°km VF  water penetration significant

4 3-30kHz 102-10km VLF Several Mm:radionavigationservices; low datarate telegraphy for submarines
5 30-300kHz 10-1km LF A few Mm: radio navigation and broad-casting

6 0.3-3MHz 10°-10)m MF  Several 100s of km: broadcast, coastal radio and mobile communications

7 3-30MHz 10%2-10m HF World-wide: via ionospheric skywave; shorter ranges via groundwave; data

and voice communications; broadcast,mobile and amateur services

8 30-300MHz 10-1m VHF Line-of-sight primarily: also out to 2000km via scatter mechanisms; data and
voice communications; broadcast, mobile and amateur services
9 03-3GHz 1-01m UHF Line-of-sight primarily: also out to 400km via troposcatter; data and voice
communications; broadcast, mobile,amateur, satellite and long-range radar
services
10 3-30GHz 10-1cem SHF Line-of-sight primarily: also out to 400km via troposcatter; satellite services,
radar ’
11 30-300GHz 10-1mm EHF Line-of-sight: high atmospheric attenuation; research and experimental mainly,

eg for mobile communications
12 03-3THz 1-0.1mm Research

NOTE: The band number “N” covers the frequency range 0.3. 10" 1o 3. 10" Hz; the upper limit is included in each band, whilst
the tower limit is excluded.

Table 1




Broadcast :

Fixed:

Mobile:

Aeronautical Mobile:
Land Mobile:
Maritime Mobile:
Satellite:

Standard Frequency
& Time Signals:

Radio Navigation:
Radio Location:
Radio Astromnomy:
Amateur:

Industrial, Scientific
&Medical
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List Of Servi

Radio propagation intended for direct reception by the public, g AM and FM radio, VHF and
UHETV

Point-to-point service, eg HF , satellite, microwave radio relay

Service between mobiles, or between fixed stations and mobiles

Fixed / aircraft, or aircraft / aircraft

Base / land mobile, or land mobile / land mobile; inciuding portable units
Ship / shore, or ship / ship

Normally earth-satellite-carth, for a variety of applications

Radio transmission of stated high-precision frequency
and time standards, intended for general reception, eg MSF and WWV

Radio transmission for position determination for navigation and obstruction warning
Radio ransmission to determine position, velocity, etc, eg radar and radio alumeter
Astronomy based upon the reception of radie waves of cosmic origin

Radic systems for technical / non-commercial interest

Significant radio emissions from ISM systems must lie within specified frequency bands
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1st SYMBOL

N Unmodulated carrier

Main Carrier AM

A DSB

H SSB, full carrier

R S3B, reduced carrier

J 88B-S8C

B ISB

C Vestigial SB

Main Carrier FM

F FM

G PM

D Simultanecus AM &
angle modulation

2nd SYMBOL

0 No modulating signal

1 Single channel containing quantised
or digital information without use of
modulating sub-carrier

2 Single channel containing quantised
or digital information with use of
modulating sub-carrier

3 Single channel containing analogue
information

3rd SYMBOL

N No information transmitted

A Telegraphy - for aural reception

B Telegraphy - for automatic reception

C Facsimile

D Data transmission, telemetry,
telecommand

TECHNICA
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Pulse Emission

P Unmodulated pulse sequence

K PAM

L Pulse widih/duration modulation

M Pulse positon/phase modulation

Q Angle modulated carrier during
pulse period

V Combination of above pulse
modulation types, or other

Other

W Carrier modulated by combination
of 2 or more of amplitude, angle or
pulse

X Cases not otherwise covered

7 2 or more channels containing
quantised or digital information

8 2 or more channels containing
analogue information

9 Composite system with 1 or more
channels containing quantised or
digital information, together with 1
or more channels containing
analogue information

X Cases not otherwise covered

E Telephony (including sound
broadcasting)

F Television (video)

W Combination of any of the above

X Cases not otherwise covered
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MEASUREMENT ENVIRONMENTS AND TESTING.

Dr A.C. Marvin, Department of Electronics,
University of York, York YOI 5DD,
United Kingdom.

Summary.

This lecture will describe the various
methods used to assess both the emission
{interference generation) performance of
electronic equipment, and the immunity of
electronic equipment to external
electromagnetic interference.

The measurement methods attempt to
simulate realistic operating conditions for the
equipment under test, yet at the same time
they must be repeatable, and practical to
operate. This has led to a variety of test
methods being developed, each of which has
its limitations. The lecture will concentrate on
the most common measurement methods such
as open-field test sites, screened enclosures
and TEM cells, and describe the physical
justification for the methods, their limitations
and measurement precision,

Ways of relating similar measurements
made by different methods will be discussed,
and some thoughts on future measurement
improvements will be presented.

1. Introduction.

1.1 Historical Background.

The requirement for EMC testing arises
from the need to control the electromagnetic
environment. The control is necessary in order
to ensure that systems operating in that
environment can do so without causing or
suffering from electromagnetic interference.

The history of relatively large scale electrical
and electronic technology, with the large scale
use of electrical power and communications
technology, is confined to the twentieth
century. The timescale has also coincided with
other mass technological developments such as
land and air transport based on various forms
of internal combustion engine. Whenever the
use of technology expands in this way, the
users of the technology become less concerned
in the technology itself and more concerned
with their own use of the technology as
laymen. Regulation of the use and

performance of the technology then becomes
necessary in order to ensure a safe and
equitable service. The regulation is in the
hands of national and international bodies
which develop and promote the use of
standards for equipment design and use. Part
of the regulation process is the development of

performance standards and the test methods
required to ensure compliance with the
standards.

The development of EMC standards
began in earnest with the setting up of CISPR,
the International Special Committee on Radic
Interference in 1934, Various manifestations
of electromagnetic interference had been
apparent before that date. Interference
between early radio systems was one impetus
towards the development of narrow
bandwidth tuned cw systems as opposed to
inherently broadband spark systems which
took place during and immediately after the
First World War. The parallel large scale
developments of broadcast radio and motor
transport, which took place during the
ningteen twenties, resulted in the requirement
for suppression of impulsive noise from
electrical ignition systems on vehicles and, as
such, represents the first contact by the public
at large with an EMC problem. This is also an
early example of an interference problem
between two engineering systems, one of
which is neither an overtly electrical or tele-
communications system. The quasi-peak
detector, developed by CISPR to quantify the
audio annoyance factor of this impulsive
interference problem, and described below,
Hngers on today in EMC measurement
specifications, The early EMC specifications did
not need to address disturbance to other than
radio and analogue equipment as the
thermionic valves and electro-mechanical
switching used for the processing of signals
required substantial energy inputs before
malfunction occurred.

The sitvation, as it exists today, has
arisen from this historical background. In
effect, two almost completely separate EMC
communities exist. The commercial and
domestic electronics industry has slowly
evolved an EMC community as indicated,
primarily in the United States through the
Federal Communications Commission (FCC),
and Europe with {(Western) Germany taking a
leading European role through the VDE. This
community has received a substantial boost
recently on both sides of the Atlantic with the
development of the European Community
Directive on EMC, now to be fully implemented
in 1995.

In contrast, the rapid developments of
military electronics that occurred from 1934
onwards with the parallel development of
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radar in several countries led to substantial
military EMC problems. As a result a military
EMC community developed which achieved
maturity much earlier than the civilian sector.
The US Military Standards for EMC are widely
accepted throughout NATO and form the basis
of other national standards, for example the
British Defence Standards on EMC. While
trying to achieve the same aims, the test
methods and specified electromagnetic field
levels are very different for the two
communities, the military standards in general
being rather more stringent.

1.2. Considerations Leading to Test
Methods.

Let us now consider the overall
philosophy underlying EMC testing. The
problems arise because unwanted energy
couples from one system to another causing
various levels of malfunction from slight
performance degradation through to
catastrophic failure. Each problem has an
interference source and a victim. A simplistic
approach is to state that no interference
sources should exist, that is, systems should
be so designed that interference is not
generated. Bearing in mind that
electromagnetic waves, the medium by which
interference is propagated, are generated by
any time varying clectrical signal, such a
requirement would place impossible design
requirements on the screening and filtering of
any system, Practical equipment will generate
some interference. Potential victim equipment
also has to be capable of operation in the
presence of naturally occurring interference,
and so must be designed with some level of
immunity to interference. Thus, in order to
achieve electromagnetic compatibility, two
aspects can be identified, interference
emission and immunity to interference. Each
equipment must be assessed for each aspect.

The levels of interference peneration
allowable and the and the immunity required
of equipment are set by the regulating
authorities through specialist committees.
These consider the likely operation of the
equipment in terms of its surroundings,
known external threats and known potential
interference victims. Such factors as the
distance to the nearest other equipment and
the other types of energy propagation paths
available (power and signal distribution
networks) are considered. The interference
levels are based on reasonable operation of
the equipment. For example, it must be
possible to operate a broadcast radio receiver
in the same premises as a personal computer,
and so the interference generated by the
computer must allow an adequate signal to
{noise + interference) ratio for the radio.
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However, it would be unreasonable to expect
to operate a portable radio placed on top of
the computer VDU.

The complexity and uncertainty of the
environments in which electronic equipment is
operated necessitates some simplification and
partitioning for test purposes. The testing is
first split into interference emission
assessment and assessment of immunity to
interference. (The term immunity is used
interchangeably with the term susceptibility,
with the military EMC community generally
using the latter term.) The next split considers
the energy propagation process, and this is
simplified into radiated and conducted
interference assessments., The case of
capacitivefinductive coupling which forms an
overlapping area between radiated and
conducted interference is not considered
separately. Four types of test are thus
identified as shown in Tablel.l below.

Table 1.1. Types of EMC Test.

Conducted Emission * Conducted Immunity
* *

Emission * Radiated — Immunity

Radiated

The types of signals are also considered.
For measurements of emissions, the frequency
domain analysis is always undertaken using
special receivers, irrespective of the nature of
the waveforms causing the emissions. These
could be a set of cw oscillators in a
communication system, or a set of
harmonically related signals from a digital
clock as illustrated in Fig 1.1. Both of these
have line spectra. The emissions could also
have random or noise like properties as
generated by analogue or digital data signals.
These have continuous spectra as illusirated in
Fig 1.2. The problems associated with the wide
range of signal types are addressed in the
section on receivers.

For immunity measurements both time
and frequency domain signal specifications are
used, the time domain specified signals being
restricted to conducted immunity tests. For
example, a specification may reguire an
equipment to be subjected to a modulated cw
carrier swept or stepped across a given
frequency range, or the waveform and
repetition rate of an impulsive signal may be
specified in the time domain. The two
approaches are possible in the immunity case
as the signals are directly under the testers
control.

1.3. The Test Method Design Philosophy.

The design philosophy of EMC test
methods merits some consideration before the




various test methods are described. Most tests
are of the "go, no-go" type where an indication
greater than the specified level of interference
is considered a failure and one below a pass,
although in reality, some judgement may be
used for results close to the specification level.
In performing an EMC test we are assessing
the probability of an interference problem
existing. It is therefore more accurate to say
that test procedures are performed rather
than measurements, and that the outcome of
the procedures indicates that either an EMC
problem may occur, or that one is not likely to
occur. The level of confidence in these
assertions depends on the difference between
the pass-fail level and the level of interference
actually observed, This is not generally
quantified.

In designing a test method we are
attempting to mimic a realistic operational
environment for the Equipment-under-Test
(EUT). In general, the working environment of
an EUT can only be defined in the broadest
sense and so the test environment is, at best, a
simplification of the real environment. It is
only necessary to mimic the electromagnetic
environment of the EUT so other facters such
as temperature or humidity need not be
included. If the ambient electromagnetic
environment is present in the test, the
assessment of interference may be subject to
interference. In conducted interference
measurements this is relatively straight
forward, as both power and signal cables can
be filtered. In radiated interference
measurements exclusion of the ambient
requires screened enclosures. If these are
anechoic then they present no problems. At
low frequencies however, anechoic
performance cannot be obtained, and the test
environment is degraded. Screened and
filtered measurements are also required if
signal security is an issue.

A further issue is that of measurement
repeatability and precision. No two test
environments are identical. There is, for
instance, a multiplicity of screened enclosure
sizes on the market, and test houses tend to
buy the enclosure that fits their premises and
budget. While the specifications may be quite
detailed in its description of the layout and
dimensions of the antennas etc used inside the
enclosure, they reflect the multiplicity of sizes
usually by only inferring a minimum size
through minimum antenna to wall spacings.
Open-field test sites used for radiated
emission measurements are also of variable
construction because of minimum rather than
actual conducting groundplane size
specifications. These constructional
variabilities lead to poor repeatability of
measurements between facilities, particularly
in screened enclosures where enclosure
resonances cause considerable variability.
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These effects are discussed in more detail in
the sections describing the different
measurement environments.

For the measurement of emissions, the
test environment need only accommodate the
emissions from the EUT in as realistic a way as
possible. The emissions are then detected by
an appropriate transducer and passed on to a
receiver for subsequent anmalysis. The EUT is
exercised throughout its range of operation.
The frequency range of observation is
determined by the assessment of the threat
that the EUT poses. For example, a
commercial/domestic radiated emission
measurement is normally performed in the
30MHz to 1GHz range. The upper limit is set
by the use of the radio spectrum in the likely
environment of the EUT, as most terrestrial
radio services operated by unskilled users are
in this range. A plot of the ambient spectrum
in a typical urban location at York, England is
shown in Fig 1.3. The spectral energy present
in most digital electronic equipment is also
becoming insignificant above this frequency,
although new systems with clock frequencies
in excess of 100MHz are required to be tested
to higher frequencies in the USA. Below
30MHz it is observed that most interference
energy propagates in the form of conducted
interference as the efficiency of the radiation
process is reduced as the frequency reduces.
In this frequency range conducted
interference assessments are made. The
military EMC community has more stringent
requirements, and requires both radiated and
conducted emission measurements to be made
over a wider frequency range, although the
conducted tests still occupy a lower frequency
range than the radiated ones.

In the case of immunity assessments, the
requirement to mimic the operational
environment poses a further problem. The
immediate electromagnetic environment of the
EUT can be constructed in the same way as
that for emissions assessment. For immunity
assessments, the threat fields must also be
present. In operation, the EUT will be
illuminated by a variety of threat ficlds
simultaneously. Each will have its own
direction of arrival, polarisation, modulation
and intensity. Except for specialist military
threat simulators, the multiplicity of threat
fields is simplified to either a single pulse
train or modulated carrier swept over the
predetermined frequency range. Clearly, this
is a considerable simplification of the actual
threat, but the economics of the test process
generally precludes any more complex effort.

As with the emission assessment, the
EUT must be exercised over all its functions.
This is much more time consuming for
immunity. For emission assessment, a
frequency scan can be taken relatively quickly
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for each EUT state, as for each state, the
emission spectrum is usually stable, and the
scan rate is limited by receiver considerations.
The receiver output data is presented in graph
form, and a pass-fail judgement can be made
quickly by comparison with the specification.
For immunity assessment, the EUT must be
assessed at all frequencies for each EUT state
with sufficient dwell time for the tester or a
data logger to observe any effect. Often the
observation may be subjective. For example,
the interference effect may be a degradation
of a video display or audio signal, or it may be
an instrument reading error comparable with
the inherent accuracy of the instrument. Such
assessments take time and are operator
dependent.

8-4

2,0 Survey of Test Methods.

In this section the various types of test
methods are reviewed. The section is divided
according to the test types identified in section
1.2 with the addition of a section on receivers.

2.1. Radiated Emission Measurements.

Two techniques will be described for
performing radiated emission measurements,
the Open-Field Test Site (OFTS) and Screened
Enclosures. The former is used primarily by
the commercial/domestic EMC community,
while the latter is used mainly by the military
EMC community.

Specifications for radiated emissions are
defined in terms of the radiated electric field
incident upon a receiving antenna. The signal
received by the antenna is measured as a
voltage in a receiver operated with a specified
bandwidth and detector type, and is related to
the incident field by the antenna factor (A.F.)
of the antenna defined as;

AF. = E/N ml!

where E is the magnitude of the incident field
and V is the receiver input voltage. The
antennas are calibrated along with their
interconnecting cable, and many receivers give
their output as incident electric field rather
than input voltage, the antenna factor being
stored in a look-up table in the receiver.

A plan view of an OFTS as defined in
CISPR Publication 22 [1] is shown in Fig 2.1,
The site should be on level ground as far away
from buildings and other potential reflecting
objects as possible. The EUT to antenna spacing
is fixed at 3m, 10m, 30m, 100m, with the first
two being the most common. These distances
are chosen to be representative of typical
distances over which ianterference may occur.
At 30MHz, the antenna to EUT spacing is A/3
for a 3m site and A for a 10m site where A is
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the wavelength. The 3m site, in particular, is
marginal for a 377Q2 wave impedance
assumption. The maximum EUT size is limited
by the Rayleigh Range criterion of a minimum
EUT to antenna spacing of 2DZ/A where D is the
maximum dimension of the EUT. This criterion
is determined by the need to make
measurements in the Fraunhoffer diffraction
defined far-field of a radiating system. For
measurements at 1GHz (A = 0.3m) on a 3m site,
the maximum EUT dimension set by the
Rayleigh Range criterion is 0.7m.

The minimum clear area is defined by
the EUT to antenna spacing by an ellipse with
the antenna and the EUT at the foci, and the
major and minor axes being 2.0 and ./3 times

the focal distance of the ellipse. This geometry
gives an EUT to ellipse perimeter to antenna
distance of twice the focal distance and thus
defines the maximum spurious reflection from
objects outside the ellipse. In the worst case of
a large specular reflector on the perimeter,
tangential to the ellipse, the spurious reflected
signal would be no more than half the direct
signal. Within the ellipse the ground is
required to provide a specular reflection and
thus must be flat to within A/16 at the
shortest wavelength as a rule of thumb. As the
highest frequency of operation is 1GHz, this
requires a surface level to within about 20mm,
The conducting groundplane is present to give
a repeatable ground reflection, independent of
the ground moisture content, over as much of
the site as possible. Its minimum size, as
specified in BS6527 {2], is shown in Fig 2.2, If
possible the conducting groundplane should
cover the whole site. It must be present over
the area shown in order to provide;

i) a defined specular reflection at the
mid- point between the EUT and the antenna.

il) a defined reflection coefficient
beneath the antenna to stabilise the
antenna- ground interaction.

iii) a defined reflection coefficient
beneath the EUT to stabilise the EUT-
ground interaction.

On outdoor sites the conducting groundplane is
made from a mesh material in order to aid
drainage. A mesh size also less than A/16 at
the shortest wavelength (20mm) is required
so that the mesh behaves as a continuous
reflector.

A side view of the site is shown in Fig
2.3 which illustrates the various interactions
between the antenna, the EUT and their
images. From this it can be seen that the total
field present at the antenna is the phasor sum
of the direct wave and the ground reflected
wave. The value of this sum depends on the




path length difference between the direct and
reflected paths in wavelengths. For a given
antenna height this is dependent on

frequency. If the value of the sum is plotted
for a set of frequencies against antenna height,
a result similar to that of Fig 2.4, recorded by
FitzGerrell [3] at NIST Boulder, is obtained. The
measurement specification calls for the
maximum value of the resultant interference
pattern to be recorded for each frequency. In
the frequency range from 30MHz to 300MHz a
broadband Biconical Dipole is often used as the
antenna. From 300MHZ to 1GHz a log-periodic
array is used. In some cases more precise
measurements of the most significant emission
frequencies are made with resonant A/2
dipoles.

The measurements are repeated for both
horizontal and vertical polarisation of the
antenna, and the EUT is rotated in the
horizontal plane to ensure that the worst case
radiation is received. In many cases, the major
repeatability problem is caused by the layout
of power or signal cables effecting the radiated
fields. For a typical 19" (0.5m) dimension
equipment with a 2m long mains cable, the
EUT is between A/4 and 8A in length.
Individual circuit cards and sub-assemblies do
not radiate in their own right to any great
extent, however they do excite the whole
structure including the cables which then
radiates. The radiated fields are then highly
dependent on the cable layout. Some
specifications call for the cable to be placed to
ensure maximum radiation. As the radiation
efficiency of any particular layout is highly
frequency dependent, this procedure needs to
be repeated for each frequency examined.

The quality of an OFTS is assessed by
measuring its site attenuation. This is a
measure of the signal transmission between
two resonant A/2 antennas placed on the site
at the antenna and EUT positions as shown in
Fig2.5. The maximum value of the measured
signal as one of the antennas is scanned
vertically from 1lm to 4m is compared with
that received when the two connecting cables
are joined together. This is the attenuation
introduced by transmission over the site. The
site attenuation can be computed for balanced
dipole antennas over an infinite perfectly
conducting groundplane by defining the self
and mutual impedances of the two antennas
and their images. The resultant 4x4 impedance
matrix is inverted to compute the response.
For a site to be acceptable, the measured site
attenuation must lie within a +3dB envelope of
the computed figure. The theoretical site
attenuation is shown in Fig 2.6. The points
near the curves are measured values of the
NIST site at Boulder, Colarado [3]. This site has
a 60m square groundplane, and thus
represents the best likely attainable
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performance. The +3dB figure is a recognition
that most sites are constructed in
unfavourable locations with nearby buildings
and other reflecting objects. It defines the
precision of the measurements made on the
site and the repeatability of measurements
made on different sites. Because of this factor
many test houses only issue unrestricted
clearance to EUTs with emissions more than
6dB below the specification limit.

Screened enclosures are used for
radiated emission measurements in
circumstances when the presence of the
ambient radiation is undesirable. Screened
rooms are used by the military EMC
community over a frequency range from
below 10kHz to above 18GHz [4,5] for all
radiated emission measurements. The
commercial EMC community uses them for
diagnostic measurements and in some  cases
screened enclosures can be made to simulate
an OFTS.

Enclosure sizes vary in the main
between 3m x 3m x 2m and 20m x 20m x 20m
with some exceptions on either side of these
limits. The larger enclosures, capable of
housing full size vehicles or atrcraft, are found
in relatively few locations usually associated
with national facilities or large manufacturers,
The majority of enclosures have floor areas
less than 10m x 10m.

The operation of the enclosure as a
measurement environment is determined by
the size of the enclosure relative to the
wavelength of the radiated emission to be
measured. At microwave and UHF frequencies,
the enclosures can be made anechoic by
covering the walls, ceiling and possibly the
floor with radio absorbent material (RAM).
The use of RAM in anechoic chambers used for
antenna measurements is well known. The
typical reflectivity level of -40dB associated
with RAM in this application is not required
for EMC measurements where the acceptable
precision is lower. Good performance can be
obtained with a RAM reflectivity level no
better than -20dB. As a result the depth of
RAM required is about XA/4 and this sets the
lowest attainable frequency of anechoic
operation for a given enclosure size. For most
small chambers the RAM depth is limited to
about 0.5m giving a lowest anechoic frequency
of around I50MHz. The larger chambers have
RAM depths up to 2m giving claimed anechoic
performance down to 30MHz. The eventual
limitation on RAM depth is mechanical support
and the economics of enclosure design. In
order to use the low frequency RAM a large
enclosure is required with consequent
increased wall area. Medium size chambers
have been built with RAM on the walls and
cetling leaving a conducting floor, and these
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are able to be used as OFTSs above about
100MHz [6].

The frequency range below that at which
an enclosure can be made anechoic can be
divided into three regions dependent on the
principal means of encrgy propagation within
the room [7]. The lowest frequency range, up
to a frequency at which the maximum linear
dimension of the enclosure is approximately
A/10, can be treated as a quasi-static problem.
No appreciable phase shift occurs in wave
propagation across the enclosure, and the
coupling of equipment to an antenna can be
analysed in terms of mutual capacitive and
inductive elements in an equivalent circuit.
Such a circuit is shown in Fig 2.8 and is
equivalent to the EUT and antenna layout
inside a screened enclosure shown in Fig 2.7.
In the capacitive coupling case the antenna is
a 41" active rod antenna as specified in Def
Stan 59-41 and Mil Std 462 for the
measurement of radiated electric fields. The
surface of the enclosure and the conducting
bench that the EUT is placed on is an equi-
potential surface.

The next frequency range is that up to
30MHz, the upper frequency of use of the 41"
rod antenna. The conducting groundplane and
its extension can be regarded as the inner
conductor of a coaxial transmission line that
supports a Transverse Electro-Magnetic (TEM)
wave propagating from the EUT to the
antenna. If the EUT is regarded as a set of
electric and magnetic dipoles, then these
couple into the TEM mode through their
mutual capacitance and inductance with the
transmission line. The bench bonded to the
screened room wall is a short circuit, and the
active rod antenna is a capacitive load at the
end of the line. The change in width between
the bench and the groundplane extension is a
change in line impedance with its associated
discontinuity capacitance representing the
stored energy associated with the field
perturbation at the discontinuity. Equivalent
circuits for the two coupling modes are shown
in Fig 2.9 and the associated frequency
responses for a typical screened enclosure are
shown in Fig 2.10. The resonance at 35MHz is
associated with A/4 resonance of the
transmission line system, and the coupling null
at 17MHz is due to mode competition between
the direct capacitive coupling from the EUT to
the antenna dominant at low frequencies and
the TEM coupling dominant at higher
frequencies.

in the frequency range from 30MHz to
200MHz a different enclosure set-up is
required as shown in Fig 2.11. A biconical
dipole antenna is used to measure the fields. If
the enclosure is not anechoic in this frequency
range, cavity resonances will be present. The

frequencies of these resonances for an empty
rectangular enclosure of dimensions axhbhxec¢
is given by;

fogr = 150((p/a)2 + (a/b)?2 + (1/c)?)1/2 MHz
where p,q,r are integers, one of which may be
zero, In addition, TEM resonances of the
conducting bench are present. The bench
perturbs some of the cavity resonant
frequencies, and the EUT and antenna also
modify the resonant frequencies. The
frequency response of a small enclosure of
dimensions 2.25m x 2.25m x4.5m with a
conducting bench and biconical antenna is
shown in Fig 2.12. The excitation source is a
short dipole placed at the EUT position on the
bench.

Consideration of the low frequency
operation of screened enclosures for radiated
emission measurements shows that the
measurements are not directly equivalent to
measurements performed on an OFTS. The
energy propagation mechanisms present in the
enclosure are different to electromagnetic
radiation. The various resconance phenomena
can impose measurement uncertainties of up
to +40dB unless steps are taken to remedy
their effects. A number of studies are
underway in the UK and elsewhere aimed at
evaluating ways of reducing the resonance
effects using various forms of dissipative
dielectric and magnetic materials positioned at
field maxima inside the enclosures [8]. The
eventual aim is to reduce the resonance
induced coupling variations to +5dB. While it
may seem that the use of an enclosure for
radiated emission measurements is prone to
considerable error, it should be remembered
that the oscillating charges and currents that
cause radiation in free space are those that
excite the various coupling mechanisms in a
screened enclosure. The enclosure
measurement, in principle could be used to
evaluate free space radiation. The assumption
here is that the presence of the enclosure does
not interfere with the oscillating sources.
Recent experimental work has shown this to
be the case for magnetic dipole sources but not
for electric dipole sources [9]

2.2 Conducted Emission Measurements.

The measurement technique used for
making conducted emission measurements is
determined by the type of current flow on the
conductors. Both common mode and
differential mode emissions require
assessment. Common mode currents flowing
on a conductor set such as a power cable are
an important scurce of radiated emissions, and
in some circumstances, measurements of




common mode currents can replace radiated
emission measurements.
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Commeon mode currents are measured
using some form of current transformer. In its
simplest form it comprises a torcidal core of
high permeability material, through which the
cable carrying the common mode current is
passed. The time varying common mode
current induces a time varying magnetic flux
in the toroid. A sense coil is wound around the
toroid, and the induced voltage, a measure of
the changing flux, is measured by the teceiver.
The system is shown in Fig 2.13. The
frequency response of the system is shown in
Fig 2.14. Above the frequency where the
reactance of the sense coil is greater than the
input resistance of the receiver, the system is
frequency independent. It is characterised by
a transfer impedance, measured in dBQ, which
is the relationship between the received
voltage and the source common mode current.

Current probes measure the total
common mode current on a cable. They cannot
distinguish between currents on an individual
conductor within a cable, unless that conductor
is passed through the probe in isolation. Care
must be taken to ensure that the current
probe toroid is not saturated by large direct or
power frequency currents as the change in
differential relative permeability reduces the
transfer impedance, Current probes can be
obtained for frequency ranges up to 1GHz. The
normal design value of transfer impedance is
1Q (0dB&) thus eliminating the need for
numerical conversion between measured
voltage and common mode current. As a
current probe is essentially a transformer in
which the cable to be sensed forms a single
turn primary winding, the effect of the current
probe is to insert a small series impedance
into the cable. The value of this impedance
depends on the receiver input impedance, the
turns ratio and the other parasitic effects
associated with a transformer. In general the
inserted impedance is less than 1Q. In a multi-
conductor cable, the distribution of the series
impedance is not easy to determine as it
depends on the termination impedances of
each conductor and the cross-talk between
them.

As, at higher frequencies, the common
mode current on cables is a primary source of
radiated emissions, a common mode current
measurement can replace a radiated emission
measurement. This is an attractive option in
view of the problems associated with making
reliable and repeatable radiated emission
measurements. The main problem with a
current probe measurement at higher
frequencies arises from standing waves set up
on the cable. These can be largely eliminated if
the common mode current on the cable is
terminated in an absorbtive load. This can be
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accomplished using an absorbing clamp as

shown in Fig 2,15, This comprises a
conventional current probe immediately
followed by a series of ferrite rings made from
a ferrite material which exhibits loss at radio
frequencies. The cable to be assessed is placed
on a bench and the clamp is moved along the
cable. The maximum value of the residual
current standing wave is measured,

Differential mode currents are measured
using a network inserted into the cable known
as a Line Impedance Stabilisation Network
(LISN). This is a simple circuit which manages
to fulfil three requirements.

i) It defines the impedance seen by the
differential mode currents on the cable.
This is necessary in order to perform a
repeatable measurement. The r.f.
impedance of a domestic 240V supply
varies between 08 and 200Q resistive
and +200Q reactive. A suitable

standard impedance in this range is 508,
the input impedance of most
measurement receivers.

ii) It reduces differential mode
interference propagating away from the
EUT thus isolating the EUT.

iii) It reduces other r.f. currents on the
cable reaching the EUT thus reducing
interference with the measurement.

A circuit diagram of a LISN is shown in Fig
2.16.

Its performance in terms of the impedance
seen by the EUT is shown in Fig 2.17. As the
differential mode currents are terminated by a
standard impedance they are assessed in
terms of r.f. voltage at the output of the LISN.
The switched resistors ensure that each line is
terminated in the same impedance
irrespective of which line the receiver is
switched to. The layout of a conducted
interference measurement according to Def
Stan 59-41 is shown in Fig 2.18.

2.3. Measurement Receivers.

In this section the instrumentation used
for emission measurement is considered. As
the interference waveforms are indeterminate
and, for the most part, we are seeking to
protect radio services, emission levels are
defined in the frequency domain. The
interference is then measured on a receiver of
defined bandwidth and detector function. The
receivers used all use the superheterodyne
architecture. They are classified into two

types;

i) Spectrum analysers. These are relatively
cheap and provide a quick visual display of
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their input spectrum. Most spectrum analysers
operating in the frequency range below their
first IF frequency (about 2GHz) have only an
input low-pass filter, with no tuned pre-
selection before the first mixer. This means
that all the incoming energy is presented to
the mixer, If the interference is impulsive,
then, while the mean energy may be low, the
instantaneous peak energy can be sufficient to
overload and possibly damage the mixer
device. Spurious signals can thus be generated
within the analyser, and unless steps are
taken to identify them the results of emission
measurements from spectrum analysers are
suspect.

i) Measurement Receivers. Measurement
receivers have tuned pre-selector filters
before the first active stage and thus limit the
input energy to that stage. This may take the
form of a tuned filter, a switched filter bank or
a combination of both. They do not suffer to
the same extent as spectrum analysers from
spurious responses and they have a wider
dynamic range. The requirement to tune or
switch the pre-selector filter means that the
tuning rate of a receiver is less than that of a
spectrum analyser, and traditionally receivers
have been manually tuned with a meter
indication of the received signal strength. Most
receivers also have audio de-modulation
facilities and a speaker which are not
generally found on a spectrum analyser.

Modern design has resulted in a
synthesis of the best of both receiver types by
use of computer control, data storage and
display. Receivers now have VDU display of
the spectrum and spectrum analysers have
pre-selector options giving them receiver-like
performance. The add-on pre-selectors cost
more than the basic spectrum analyser!

The main conceptual difficulties with
receivers lie in the selection of measurement
bandwidth and detector type. Receiver
bandwidths are selectable with values in the
range 100Hz to 1MHz. The signals to be
measured can be classified into two types,
broadband and narrow band. A broadband
signal is ome with a spectrum extending
beyond any filter bandwidth available on the
receiver. The amount of energy incident on the
receiver detector varies with the
measurement bandwidth and thus any
measurement must have a defined bandwidth,
Random noise and impulsive signals are
generally broadband.

A narrowband signal is one with a
spectrum narrower than the receiver
bandwidth. Thus most analogue radio signals
and individual clock harmonics are
narrowband signals. The energy incident on
the detector is independent of the receiver
bandwidth,
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Clearly the definitions lead to
classification difficulties. Strictly speaking, the
broadband definition should be sub-divided
into continwous spectrum noise like signals
and line spectrum repetitive or impulsive
signals. This is important when considering the
detector input energy to bandwidth
relationship. For a continuous spectrum mnoise
like signal, the detector input energy is
proportional to the bandwidth and hence a
bandwidth increase of a factor of ten results in
a detector input power increase of 10dB. In
the case of an impulsive signal with a series of
phase related spectral lines, the bandwidth
increase of ten results in an increase of ten in
the number of spectral lines incident on the
detector. As the spectral lines are phase
related, the detector input voltage is increased
by a factor of ten (20dB) and hence the
detector input energy increases by 20dB.

Two detector types are in common use
for EMC measurements, the peak detector and
the quasi-peak detector. The peak detector is
more common in military usage whereas the
quasi-peak detector is used by the commercial
EMC community. Both detector types comprise
a conventional diode detector followed by a
charge -discharge circuit with defined charge
and discharge times. The peak detector has a
very short charge time and a relatively long
discharge time. It thus measures the peak
voltage of any input signal. For sinusoidal and
other similar narrow band signals it can be
scaled to read the r.m.s signal level.

The quasi-peak detector is designed to
have an output which responds both to the
amplitude of the input signal and to the
repetition rate of impulsive signals. Thus an
impulsive signal with a higher repetition rate
but the same amplitude than another signal
will give a greater output. The design of the
quasi-peak detector is configured in this way
to indicate the subjective annoyance value of
repetitive signals on audio and video signals.
It is not adequate however to indicate bit
error rates in digital systems. As the output of
the quasi-peak detector is much less than the
peak input signal, the associated r.f. mixer and
IF stages must be capable of reproducing the
full amplitude of the impulsive signal. Thus a
considerable signal overload factor relative to
the indicated output level must be built into
these stages. The quasi-peak detector
functions by having detector charge and
discharge times related to the IF bandwidth.
The IF bandwidth is related to the receiver
input frequency as shown in the table below.
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Table 2.1. Quasi-Peak Detector
Characteristics.

Input Frequency Range.

10-150kHz ¢.15-30MHz
peak bandwidth 100-500Hz 7-10kHz
quasi-peak 200Hz 9kHz
bandwidth
charge time 45ms Ims
discharge time 500ms 160ms
IF overload
factor 24dB 30dB

Input Frequency Range.

30-300MHz 0.3-1GHz
peak bandwidth 100-300kHz 100-500kHz
quasi-peak 120kHz 120kHz
bandwidth
charge time 1ms Ims
discharge time 550ms 550ms
IF overload
factor 43.5dB 43,5dB

The relative responses of peak and
quasi-peak detectors are shown as a function
of pulse repetition rate in Fig 2,19, Calibration
of a quasi-peak detector is made using a
standard r.f signal generator generating a
sinusoidal signal. Under these circumstances
the two detector types give the same
indication.

2.4 Radiated Immunity Measurements.

In this section the basic techniques of
performing radiated immunity measurements
are discused.

Radiated immunity assessments require
that the EUT be illuminated by a propagating
electromagnetic wave of the required

frequency and field strength, As the frequency -

is stepped or swept over a substantial
frequency range and field strengths of up to
200V/m are required it is normal to perform
these assessments in shielded enclosures. Once
again, the mode of operation of the enclosure
is determined by the frequency range of the
assessment, At frequencies where the
enclosure can be made anechoic, the EUT can
be illuminated by a wave generated by a
conventional antenna as in free space. The r.f,
power required Pi can be evaluated by
considering the required threat field E and the
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gain G available from the transmitting
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antenna. If the intrinsic impedance of free
space is Z, and the EUT to antenna distance is R
then,
E2Z = Pt.G/4n _ R2

Examination of this equation indicates a
possible advantage in using high gain
antennas. This is not the case as two further
factors need consideration. The first is that the
antenna only exhibits its full gain at distances
beyond the Rayleigh range, a diffraction
limited effect. If the antenna maximum
dimension is D and the wavelength is A then

R > 2D\

is required to realise G. As the gain of an
antenna of radiating aperture say D2 is
G = 4rn . D2

it can be seen that the greater the gain G the
greater the distance R needs to be. The second
effect is the relationship between the 3dB
beamwidth of the antenna 6 and hence the
area of the EUT illuminated by the antenna
and the antenna gain. The approximate
relationship is,

G = 4x/62

The higher the gain of the antenna, the
narrower the beamwidth, and hence for a
given size of EUT, the further away the
antenna needs to be to ensurc that the whole
EUT is illuminated. It is left as an exercise for
the reader to show that the transmitter power
required to illuminate a given size of EUT is
independent of the antenna gain if the above
illumination criterion is followed.

There is congiderable advantage
therefore in minimising the antenna to EUT
distance, and hence screened enclosure size,
by using a low gain antenna, provided that the
Rayliegh range criterion and the minimum
distance requirement for a 377Q wave

impedance ( R > A/2x) are satisfied.

At lower frequencies, where the
enclosures cannot be made anechoic, cavity
resonances can cause considerable
measurement uncertainty. Problems also arise
at even lower frequencies because the 377Q
wave impedance criterion results in an
unacceptable EUT to antenna distance. Various
techniques are used to overcome the problems
including at the lower frequencies the use of
capacitor and inductor like field generators
that produce localised high impedance
{(ele¢tric field) or low impedance (magnetic
field) waves.
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A better technique for producing plane
clectromagnetic waves at low frequencies is to
use a Transverse ElectroMagnetic (TEM) wave
generator such as the Crawford Celi. Such a
device is shown in cross-section in Fig 2.20.
The cell comprises a tapered transmission line
of square cross-section with the inner
conductor in the form of a flat septum. The
tapered cross-section maintains a constant
characteristic impedance on the transmission
line from the coaxial input to the working
volume and on to the matched load. The cell
geometry is chosen to give a 50Q characteristic
impedance for the transmission line (voltage
to current ratio for a wave propagating on the
line) while the air dielectric ensures an electric
to magnetic field ratio of 377Q. Within the
working volume, the fields mimic those of a
plane wave. The Crawford cell operates from
d.c. to an upper frequency set by the onset of
higher order modes than the wanted TEM
mode. These occur at a frequency when the
cross-section of the cell becomes A/2, but their
onget can be delayed by careful use of
absorbing material in the cell. The maximum
size of EUT is limited to one occupying one
third of the septum to wall dimension if
acceptable field perturbation is to be
maintained. Thus the maximum frequency of
operation of a Crawford cell is set by the size
of the EUT, the larger the EUT the lower the
maximum frequency.

8-10

The electric field E inside the cell can be
calculated from the voltage V applied to the
cell and the septum to side spacing d.

E = V/d Volts/m

and the magnetic field H is

H = EA377 = V/j377d A/m

For a 50Q characteristic impedance cell, the
power Pc required for an electric field E is
Pc = (E.d)?/50 Waits

Other types of TEM cell are used including
parallel plate transmission lines. The
principles of operation are identical. In the
case of the parallel plate lines, the fields are
not confined as in a Crawford cell and the
surroundings can cause considerable field

perturbation.

2,5 Conducted Immunity Measurements,

The techniques used for conducted
immunity assessments are based on the same
current and voltage transducers used in
conducted emission assessments. Detail
changes in design to accommodate the greater
power requirements of immunity assessment
may be made. Again, two operation modes can
be identified, common mode and differential
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mode. In the case of immunity measureinents
we are not restricted only to the frequency
domain, and threat currents or voltages in the
form of impulses can be used.

One aspect of conducted immunity
assessment is now starting to replace radiated
immunity assessment on large systems such as
aircraft. The power and space requirements of
radiated immunity assessment of a large
system can be prohibitive. As a rule it is
recognised that the energy propagation path
into susceptible systems is via currents
induced onto cable bundles by the incident
wave. The first part of this energy transfer
process can be avoided if interfering currents
are directly injected onto the appropriate
bundles. This bulk current injection technique
is useful if the relationship between the
incident threat field and the induced current is
known, The relationship can sometimes be
deduced by numerical modelling or by
illuminating the large system with a low
incident field and measuring the induced
currents, An assumption of linearity can then
be made to deduce the induced currents from
a full threat field. Neither of these techniques
is completely satisfactory, as incorporation of
the non-linear behaviour of the susceptible
systems is difficult in both cases. Fig 2.21
shows a test system for bulk current injection.

3.0 Conclusions and Future Directions.

In this paper I have attempted to give
an overview of some of the current
measurement and test techniques used for
EMC assessment. The treatment is necessarily
incomplete, and no mention has been made of
ElectroStatic Discharge measurements. New
measurement techniques are under
development in several areas. Much work is
underway on screened enclosure techniques at
low frequencies below the anechoic limit
frequency. The large uncertaintics caused to
both immunity and emission measurements
are not acceptable and resonance damping
techniques and enclosure/antenna system
calibration techniques are under development.
These are at relatively eariy stages but may
be incorporated into revised standard in the
future.

The problems of EMC assessment of large
systems are also attracting attention,
particularly in the commercial EMC
community where large distributed computer
systems within buildings and electronic
telephone exchanges represent current
problems. The move to low energy low voltage
logic families and poorly screened plastic
equipment enclosures enhances problems, and
the screening performance of whole buildings
is an important consideration when
considering these distributed systems. The
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advent of optical data transmission has not
proven to be the solution of EMC problems as
some originally thought. While considerable
amounts of data can be transmitted this way,
power still goes along copper, as does
interference. The systems at the end of the
fibres are still electronic.
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Fig 2.3, Side View of an OFTS.
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Fig 2.4. Vertical Interference Patterns on an OFTS.
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Fig 2.5. Antenna Positions for QFTS Site Attenuation.
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Fig 2.7. EUT Position in a Screened Enclosure.
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Design Principles for

effective EMC.

Prof.ir. J. Catrysse
KIH.WV., Zeedijk 10!
E 8400 Qostende, Belgium

Effective EMC design is directly related on minimising the different effects in EMC

the coupling/transmission paths.

EME, EMS and

A short overview will be given of the most important factors concerned with EMC design. It follows

design parameters and design rules for

0. Introduction

Effective EMC design is directly related on teo
minimising the effects of seme important factors
concerned with EMC : emission, susceptibility,
coupling paths, propagation paths... . At this
stage, two remarks must be made

® a degradation in the good working of a
system or circuit is always a cumulative
effect of noise and interfering signals
(unwanted signals). Without any interfe-
rence, a normal design is made for an
acceptable Signal/Noise value (S/N), with
N = the inherent system noise (bandwidth-
limited white noise) for amalogue systems/
circuits and with N = the noise immunity
level or the noise margin for logic
families,
With an interfering ambient, the inter-
fering signals I are added to the (also)
unwanted noise N,
So the real signal/moise ratio becomes

5/N

S/N =+ S/N+I = T ¢ I/

It is necessary that I/N < 1 into obtain
a non-disturbed system by interference,
but achieving I/N << | gives a costly
overdesign.

As a system, it should be understood as
any combination of two or mare systems,
subassemblies, racks, PCB's or even
chips cn a PCB for high speed/high fre-
quency circuits.

PATH'S of INTEAFERGMNEE,

S5YSTEM

SioMAL- cABLE

e 71

&

-

P

3 vl
» /

EMt - SOuACF /

Davierd ¢ BEviak L

Fig. 0.1 Schematic of a system.

This means that for some topics, very
general design rules may be given, Ex~
amples are about grounding, crosstalk,
field-to-loop/loop—-to-field coupling,
... for large systems or PCB-design.
The only difference is that the larger
the system is, the lower the frequen-
cies where some effects occur. This
means in practice that for a large
computer system, the same rules and

each item.

effects may be handled as for a high speed PCB-
design.

As typical parameters, the wavelegth/Dimensions
or the pulse duration/wire length ratios are
the constants in the general design rules.

In this paper, some general design rules will be

discussed in this manner, so that they may be
applied for each appropiated design in real life.

1. General overview

It has been mentionned that the overall EMC
quality of a system is a cumulative effect of a
lot of items, alsc internally of a system or a
PCB, because f.ex. at PCB-level or back-phase
level, small circuits or components may also be
regarded as "a system or subsystem'.

An overview is summarized in the next table,
and each point will be discussed in more detail:

° common impedance coupling between systems

common mode coupling to EM-fields
coupling of ground noise into the systems/
circuits

differential mode coupling to EM-fields

balanced/unbalanced systems and twisted pairs

filtering of power lines

filtering of data/signal cables

crosstalk on wires

reflections on wires

shielding

decoupling capaciters

sige protection

non-linear effects and HF behaviour of
components

L1

Q

9 0 ¢ ¢ 0 0 o O ©

]

spectrum management
mechanical design and lay-out

Two points should be mentionned

1.1. Reciprocity of emission/susceptibility

The reciprocity theorem is a very general theorem
in eircuit theory. For EMC, it means that a loop
will act with exactly in the same manner for
emission and susceptibility. The same may be said
for the bandwidth of a system (even a logic one).
This means that a good design for susceptibility
will alsc have a good behaviour with a low emis-
sion level. EMI-sources are always possible EMS-
receivers, and vice versa.

In practice however, it is more difficult to

have a high EMS-value, due to the fact that for
emission control, the choice of compoments,
circuits, PCB-lay-out, is fully under control
of the designer, but that for immunity control,
the noisy ambient is NEVER exactly known in detail.
So, normally in practice, the real problem is a
design for a good SUSCEPTIBILITY of the system.
But, measurements and validation of a system are
easier for EMISSION.
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Control of EMC may be done at different levels
of the EMC transmission path at the source level,
victim level or at the level of the coupling
path.

emi \H
|

Source/
‘Signal ™ / Signal
Source Receiver

AN
COUPLING PATH
Fig. l.i. EMC transmissicn path

At the source and victim level, two worlds of
design are concerned with :

® the electrical/electronical one, concer-
ning the choice of components, circuit
design, technology, subassemblies, fre-
quency, range, ...

° the mechanical one, concerning the choice-
of PCB-system (ex. double side or multi-
layer), lay—out on PCB, mechanical con-
struction, mechanical attachment of
cables,

Fig. 1.2, EMC-levels of a system.

At the coupling and transmission path itself,
it is more concerned with mechanical proper-
ties and choices, such as boxes and housing,
connectors, filter mountings, cable mounting,
rack mounting of PCB's,

A good EMC designed system has been care-
fully designed at all three points (source,
receiver, path) of & "system".

2. 15 points to remember about EMC design.

In this section, the previous menticnned 15
items will be discussed in some more detail,
with the links to the EMC-nolse balance in
the system and the typical parameters con-
cerned with to minimise EMC problems.

As stated in the introduction, it is impor-
tant to minimise the interfering signal
level I compared with the own noise level N
of the system considered. In this way of
thinking, signals I stands for all unwanted
signals in a system : this may be the am-
bient noise coupling inte part of a circuit,
but alsc reflections on a transmission line
due to mismatch of a load.
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2.1. Common impedance coupling.

Common impedance coupling is the effect that
currents from different circuits or compo-
nents are fiowing through the same conductor,
creating unwanted voltage draps over this
common wire. Examples are sketched in

fig. 2.1.1.
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Fig. 2.1. Examples of common impedance.

As mentionned in another paper of this lecture
series, a wire or track on a PCB has not only

a resistance, but also an inductance. The latter
cne may be estimated as | oH/mm.

Here is an inductiom Lpg = 250 nH.

In the case of TTL logic, a positive going edge
on Z1/0] can provide upto 10 nA in 10 nsec.

So, a voltage Vap is induced over Lug.

3

* 10,10
- ¥
10.10

AT
t

= 250.107 = 250m Volt.

i
=]
=g
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Added to some other minor effects, this vol-
tage can cause a false triggening of the
circuit 02, When ESD effects are concerned with,
even without direct effect on the components,
this voltage drop due to the discharge current
flowing through some common impedance of the
system will cause a bad working of the system.
(Remember for ESD : AL/At= 14/10 nsec).

TECH

An equivalent circuit diagram for a common
impedance coupling was given in the figure
2.1.1,

It is easily found that @

Rz Zk
RiRat (Rit Re )Zk

Var (Vo= s)= .Yy

The voltage Vo is reduced by reducing the
commen impedance Z, . Normally, cireuit-
designers and layout-designers (PCB/mechani-
cal) are working in different departments,
without any direct supervision officer. For
the case of common impedance, a very impor-
tant problem is the ground-reference, nearly
never drown on logic schematics. Some examples
of good and bad design are shown in

fig. 2.1.2.

POOR

+5¥

W

[ ——

Received ov AR

Analog
Signal

é cireult 1 a
+ % elreuit 2 g

) Zoupling via comsan refrFesat treck

%) Crousdpisms Twiuaes coupling

2] = Fo couplifi TI& [#ERCAOCE LTaek
= Risx of groundlesp coupiing

: R
4) = No eoupliog via refarscas freck
= X# risx of groundloep owwplisg

Fig. 2.1.2, Examples of common impedance.
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Rules I. Don't use high speed (large AL/At
values) or large bandwidth (high
frequency swings) for the "sources"
if there is no real need to do it.

2. Don't mix ground and power supply
lines for different circuits or
critical parts of it.

Don't mix (sensitive) analog and
(high speed) logic circuiting.

3, Don't clean-up circuit lay-out by
combining the latest residues of
gates, flipflops,... of different
circuit parts together in ome
package.

BE AWARE OF AUTOMATIC CAD LAY-OUT !
2.2. Common mode coupling
As referenced in fig. 2.2,1., common mode and
differential mode working of a system is direct-
i1y related to the paths currents are flowing
through.

fou/fe TEM__
COMMON MODE—Is with respect 1o ground
DIFFERENTIAL MODE—Hoats with respect to ground
Fig. 2.2.1. Common/Differential mode.
Tt should be stated very clearly that the dif-
ference between both modes has to do with the
currents mentionned. This means that for one
current path, the system may act as a DM system,
and for an induced current path, the system is
acting as a CM system. Most common mode effects
have to do with "a" ground or earth reference,
semewhere in the system. Examples are given in
fig., 2.2.2.
hete
int
= eanhground

conneg|
r)

GND

Fig. 2.2.2. Examples of CM in practice.
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The common medes occuring may be sketched prin—
eipally as in fig. 2.2.3.

It is seen that CM coupling is a coupling inte
or from the ambient electromagnetic fields. The
CM effect is created by the large surface area
contained within the sigral wires and the ground
reference. A ground look is created, and a vol-
tage is induced due to the incoming electro-
magnetic wave, or a radiated field is gemerated
due to CM currents (sec PCB).

9-4

Electromagnelic Wave

5777

V!

Reference
Plane

Fig. 2.2.3.
For emission : near field : H = l; . AT
d
1A
far field : H= f 3 '
= f l AV
< f 5 A
For reception : V., = pu_ A dd = AfE /12011
1 0 dt (o]

{far field)
with : A = surface or loop area

f = frequency

d = distance to the loop

I = current in the loop

V = voltage over the loop

E/H = electric/magnetic field

Both for emission and reception, it follows
that minimising loop area, voltage level
(current level) or field level and frequency
will mipimise the CM coupling effect.

Referrint to far field conditions, there is
a 20 dB/decode slope for the relationship
between E-field and voltages conerned.
However, it should be mentionmed that this
curve will act with a flat envelope {and
sharp dips) when the dimmensions of the loop
and the wavelength are of the same order of
greatness. It is referred to section 2.2.4.
for an example of this relationskip.

Have a good control about {(un—
known) ground loops. Minimise the
loop areas, f.ex. by using multi-
layer PCB's instead of double
sided ones, or good controlled
earth wires. If appropiate, use
3-wire systems.

Rules : I.

2. Minimise frequency range (or rise/
fall-times of logic circuiting).
For I/0 cables, filtered commectors
may be used to achieve this.

3. Minimise signal levels if possible.

As an example, high speed logic should be
placed as close as possible to the connector.

2.3.4. Coupling of ground ncise.

In both sections, we discussed effects where
in the ground a noise voltage was induced.
However it is not shure that this voltage is
also really and fully coupled into the elec-
tronic system itself. Two cases must be con-
sidered, an unbalanced and a balanced one.

™~
Zw | ™~
= VW f ~
]
v | Vyictim R
) | Zw ¥

Common Mode Noise

Fig. 2.3.1. Unbalanced system.
(Ref. D. White/ICT)

Analysing this system, the coupled victim
voltage due to the induced voltage is given
by :

A
= oy _ﬁfﬁw_u,
victim = Z R +R_+Z

L 8 "w
Two parameters are important
B . . . .
Vvictim is directly proporticnal with
RL’ 50 a low load impedance is interes-
ting.
o P . .
Vvictim is inversely proportional with
Z (2 should be high).
Remark however that in most cases, a
parasitic capacitance is bridging this
impedance Z, so that at higher frequencies,
this coupling impedance Z becomes small,
closing the loop, instead of opening it.

A

BALANCED
SIGNAL
SOURCE

v, é R

R
P

i
|

AA

g

Fig. 2.3.2. Balanced system.

In fig. 2.3.2., a balanced system is schema-
tically given. Z,and Z; are simulating some
unbalances. Analysing this system, the coupled
victim voltage is given by :

7 7
vvictim = V( Z,+B+R ,  Z;+R+R )
542 5/2

It follows that for a full balance (Z,=Z:),
no voltage is induced in the system.
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R'u].es : 1, Use a balanced (or symmetrical)
system (and even 3-wire cables)

2. Otherwise, open the ground loop by:

® floating systems, boxes, PCB's
° isolating systems (transformers,
opto-isolators,...)

° feed-thru capacitors to pass

ABBOTT
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2, Minimising frequency ramge or
rise/fall times

3. Shielding of the DM-wires.

2.5, Coupling of DM signals.

Induced DM signals are directly coupled into
a system, in the same way as the signals or

wires into a box data. This means that the only way of acting
is to minimise the DM coupling itself. The
best action to take is to use twisted pair
cables, so that even induced voltages are
cancelled, due to the opposite loop—direc-

tions. A twisted pair is sketched in fig.Z.5.]

Be aware for safety earth connections!

3. Low impedance design at load level,
and high impedance design at source
level (= current loops!)

2.4. Differential mode coupling.

]
Referring to sectionm 2.2., there is no physical ,,,s "
restriction why for the differential mode (DM) = =
there should be no radiated field or no suscep-

tibility from incoming fields. However, the lcop

areas concetrned with are much smaller. This is
~ schematically shown in fig. 2.4.1.

@ooooo
& TURNS/FT I

Fig. 2.5.]1 Twisted pair

An apropiated use of twisted pair cables, with
respect to the same configuration with normal
parallel wires gives easily a gain of -~ 40 upto -

§5§ 60 dB of less coupling for DM problems.
z Better is to use shielded twisted pair cables.

A 3 It should also be mentionned that a lot of
5 1, NE loops are introduced in a design by currents

3 flowing through a set of conductors. Examples

E b i3 are given in fig. 2.5.2., with loops created
by a (bad) power supply/ground reference design,
and by connecting larger systems together.
For the later case, couples of wires are forming
a kind of folded dipole. When the length becomes
comparable with the half-wavelength of the
frequency components of a complex signal, very
efficient E-field antenna's are created !

Eleciromagnetic YWave

g %e
prit | Cate Case |~ itp
[ )

T 7% Z

Fig. 2.4.1. Differential mecde coupling.

The coupling from an incoming plane wave
electrical field into an induced veltage in
a loop with dimensions lxs is given in

fig, 2.4.2.

Rules : 1. Minimise the coupling itself by
minimising lcop area (twisted pair)
and shielding.

2. Use feed-thru capacitors to pass
wires into a box.

Tkt 0kH 30 10 300 1M 10MH: 30 00MHr 300 Gz 3 106kz
i ; T S cEER 0 1 £ o ——ascper] ¥ 3. Be aware of the exlstance of wire-
z t ! oz i L = _ : N s
—40E§ f S _*Ef'—;%f-:% i ST S lllt?e, dlpoéeland folded-dipele
_efa : N sy R Ry P TN e S antenna-models.
% :ET ; Wt ot ottt P 0 R —TwhorcR]
(S = o ST O et F . . .
51 T S f%,‘% 7-*8-.-‘9-“ WE s 2.6, Filtering of power lines.
I o i i x Z - )
I EF:ILW ;},“"‘\ TS - ! The difference between power line filtering
L TSaE> 2 S GfléE = -80 and data-line filtering is the separation of
I =S S S :‘{fw’ = el o the frequency ranges in the spectrum.
R ol = i For nmormal situations, filtering power lines
+* & 4 - . . s * v
- 00 T '-55'@'\1,‘” el e e SeT ! is much easier. Typical line-filters are
110 > (g* AT ST o | dowm | o | 3o |- 110 shown in fig. 2.6.
7 7 S W | & | G [ W [ s 5l
—120 =S Tom 2 i t L
! i - wm | G [ 1 0 | U |85 s 3 W == = == =S e ==
S i | |
== z it m E | &k | o [ w |ge]-u - ! I ‘ E “ ||
ol =7 i [en | F e iﬁ-tsﬂ ! ] | “
Thiz Wz 2 AkeE 30w L R R T S A i | fl | ” ”
: I =1 ]
Fig. 2.4.2, DM coupling E-field/loop voltage || H || | |lJ ||
(ref. D. White/ICT) - U I | U
The only difference with the coupling of fields N0 _.
in a CM-systems is the loop area, so, in prac-
tice CM-coupling is normally the dominant one. oo ___.___. terforunce

IEl#¢trocic squipment | H-N' 2 ¥/m
Rules : 1. Minimising the loop area by control- i anie /
ling the separation distance between N
wires and using twisted pairs ;

(sec. 2.5)

yiring
rboard "
'

[Tauxiifaey |
squipoest |

Transiant R,
oy
h4-

Msins wiring, conatructicnal stael, ete,

Fig. 2.5.2.
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H e - m——
T CATHF @sus ¢§
"o — 2 O N
2200 pF - 2200 pf
¢
0.01SuF 22 200p N
@
- - "
2 ;o
i) : - ] 18 ey
ol B LT oo -
N T . ;.
: o E
A w01
;: 7 aym _! :: |
» Vit el et e
o 232 i T F
o B 2 f
a1 ) 100 300 it

Fig. 2.6.1. Power line filters,

There are three pcints to mention in order
to make a good choice

° All normal rules concerning source and

load impedances from circuit thecry must
be used, choosing filters with series or
shunt branches at their input/output
sections. It should be noted that the
input section for emission is the ocutput
section for susceptibility !
Characteristics and specifications from
data sheets are taken for a 50 Q@ source/
502 load impedance. $o, no one of the
published characteristics may be direct-
ly used for normal power line applica-
tions!

Look out for the saturation of the cores
of the inductances by the current,

Look out for the leakage currents from
the power wires to the neutral/earth wire.

Make a carefull mechanical mounting of
the filter, avoiding unfiltered wires
passing over filtered ones, or creating
radiating loops inside of a system.
This is illustrated in fig. 2.6.2.

Filter
Filter
BEYTER

WRONG
g
2?7 1 Fitter
= Line Load

WROHG

AC Power Logic Felter
%—
200R BETTER

Fig. 2.6.2. Mounting of power line filter.
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Make a choice of power line filters,
taking into account impedance levels,
currents and leakage currents.

Ruleg : 1.

2, Proper mounting of the filter in the

system.

2.7, Filtering of data/signal lines.

For the filtering of data/signal lines, in a

lot of cases, interfering and useful signals

are in the same frequency-range. It follows that
filtering will be a hard job, invoking filter
theory. Examples of the principal filter eircuits
are given in fig. 2.7.1.

L

C
%;

¥ =0.01R
WAAAT
c+ +xc=1oun RL
T
c C L

T 7

Fig. 2.7.1. Basic filter compoments.

In fact, all kind of filter types may be used
(ex. Butterworth, Elliptic,...) in order to
obtain good filtering characteristics.

For more common cases, some simple tricks may
be used, such as the use of ferrite beads.
These are highly inductive rings, which may be
placed over wires, PCB—tracks, included in
connectors,

Fig. 2.7.2, gives some examples of the appli-
cation of these ferrites, for CM and DM coupling
of signals. For separating DM signals from
interfering CM signals, a ferrite ring may be
placed over both wires.

1000,

100

gl G

—
Lo

!
NOISE
_ - =~
siovaL e 13 I [ % Q
Norse  [11 p 3
. . [
-— -7
i
C v ¥
\\

Fig. 2.7.2. Ferrite beads.
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For DM-signals, of which both wires are pas-—
sing through one ring, ne flux is generated
and the signals are not affected.

So, in this way it is possible to separate
DM from M signals.

In fig. 2.7.3., the mounting of (filtered)
connectors is shown, creating a ground loop
inside of the system {bad)} or giving a good
shielding effect (good).

| 1%

{D)SHELD CARRIED THADUGH
SAME PIN AS ESCURD WIRE

@SM:[ID BONDED TD CHASSIS
VA A DEDICATED SKOAT

(3 - METALLIL  CONKECTOR
SHELL

1£X.RS 232 PIN #0Y] STRAP, USING JACK SGREW - 350" SHIELD: CLAMP. PART
OF COMNECTOR
A} Exiefnz] held pucied-up ty Couplags. B). C) & 0] redoced.
slipped secvon of the cable Couping A) remans,

B €50 corenl re-radiation

e

£} Cammon impstant & Couplng
b Broung wre pobuted bom ESO

OF Heavy Crosstam in cannector
Su¢ fo ESD cument carmed by
B

Fig., 2.7.3., Mounting of connectors.

In figure 2.7.4,, the construction of filtered
pins in connectors is shownm.

G TR AL

Infwr Shell
TERAML-FOUL Wing

Shictd

Fig. 2.7.4, Filtered connectors

As allready mentionned earlier, filtering of
cables may be used to avoid interfering signals
coming into a system {(susceptibility), but also
to reduce radiation from loops (emission).

Rules : 1. Use specially designed filters for
special applications.

2. Use standard ferrites for simple and
small dimension applications.

3. Filters, filtered connectors,...

should be mounted properly.

2.8. Crosstalk.

For crosstalk discussion, it is assumed here
that a low frequency model will be used. How-
ever, basic characteristics of crosstalk are
obtained, and some general conclusions are
obtained.

FEXT

Rry R
z

Roa
NEXT

Fig., 2.8.1. Crosstalk of two wires.

The coupling of twe adjacent wires or PCB-
tracks can be modelled by the following modes:

a capacitive and an inductive coupling. They are
analysed as fellows

Fig. 2.8.2. Capacitive crosstalk.
It is easily seen that the coupling is given by

sCyz R72

ﬁ!e.‘
<

; R
G s i’(012+ CzA)

This acts as a high-pass filter. Three impertant
parameters are concerned with :

° frequency (or the derivative of the voltage
waveform)

® coupling capacitor Ci:
® large value of the capacitor C:;p, invoking

the influence of a closely coupled ground-
plane.

It should alsc be noted that the capacitive
coupling gives the same coupling voltage at both
ends of the victim wire.
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Fig. 2.8.3. Inductive coupling.

For the inductive coupling part of the cross—
talk, the circuit of fig. 2.8.3. may be used
for analysing it. It follows

s Mo I
R 7
VO 5 w I,
21 M2 R T

L,

<< R

w I, & R

This acts as a high pass filter. Three impor-
tant parameters are concerned with :

® frequency (or the derivative of the
current waveform)

° coupling mutual inductance M;;, influ-
enced by a closely coupled ground plane

° level of current, invoking the impedance
levels at source and load sides.

It should be noted that the inductive coupling
gives an oppesite phase coupled voltage at
both ends of the victim wire.

Combining both effects, it follows that the
near end crosstalk (NEXT) and the far end
crosstalk (FEXT) are not identical, An exam—
ple is shown in fig. 2.8.4.

BACKVIARD FORWARD
AT T [T
[ 1 [ AR T T 1
e P — LY o ; Somuidiv
NI 5] T
e i ; e |
so0murem ¢ TR ¥ T ¢
—r | [
1005 Toesit
Fig. 2.8.4, Example of crosstalk,

Use a closely coupled ground
reference (plane).

Multilayer PCB's are giving a big
advantage for minimising crosstalk.

Rules : 1.

2. Use a gcod separation between
eritical signal wires.
A good example is the isolation
given by altering signals and

ground in flat cables and connectors.

3. Don't use high frequency speed tech-
nology if it is not really required
by the system.

ABBOTT

INICAL LIBRARY

2.9. Reflections.

The intercomnection of digital circuits and
databus systems takes an impeortant place in
system—design of modern electronic equipment.
Two typical examples are shown in the next
figure 2.9.1.

1./t {a) Basic Balanced-Line Transmission System [T
‘H Ly/7 ll
iy 11
T Data o =
{nput’
Inhibits Receiver

Driver Strobes
{b) Data Bus or Party-Line System

Receiver #n
Strobes

Receiver #1

Strobes

= Data
Inputg? ___
Inhibits o

river N

Y

Driver #m

Fig. 2.9.1. Examples of "long-lines".

It follows that some transmission line effects
myst be considered. This means that A/l < 20
or t /T < 10 will give raise to standing
waverésgterns, reflected power and impedance
mismatches. In the time domain, reflection
may introduce "ghost” bits, generating false
triggering of a circuit.

Graphical methods are used, such as Smith
chart, time/distance chart and Bergeron charts
(allowing non-linear loads).

Depending on the ratio of load and characte-—
ristic impedances, an extra propagation delay
or ringing on a line is generated. An example
is shown in the picture of fig. 2.9.2.

Fig. 2.9.2. Example of ringing due to
line-reflections.

Three parameters are involved with this effect:

Characteristic impedance of the line.
° Source output impedance.
° Load input impedance.

Altering these impedances may change the
observed effects. Matching the source impedance
is normally done by putting a resistor in serial
with the source ocutput. Matching the load is
obtained by putting shunt resistors between the
signal line and the ground/power supply wires.
Also clamping diodes are used, avoiding the
generation of reflections. It follows also

that any changement of the characteristic im-—
pedance will introduce some "reflection-like"
noise.

Examples are corners in PCB tracks, transi-
tions in connectors, cable/connector/PCB tran-—
sitions, pins of IC packages, via's in multi-
layer PCB's,




Trasm Documesy

¢

Buslike structures must be matched
at their ends.

Praviors

T Ligi INIC \I,

Rules !

2. Be aware of any sharp transition in
a transmission line-like signal path.

3. Make a carefull choice of connectors
for high speed/high frequency cir-
cuiting.

4. Use cables, back-planes,... with

a known characteristic impedance.
For PCB-design, this means that
microstrip design techniques must
be used.

5. When matching loads/sources ..., be
aware of the EXTRA power consumption
caused by these extra components.

2.10, Shielding.

Shielding of a system is putting a barrier om
the radiating path of a system : it may be done
to avoid the emission of radiated electro-
magnetic waves, or to avoid the penetration of
incoming waves.

A typical box or housing is sketched in

fig. 2.10.1.

hole

= earth/ground

Fig. 2.10.1. Example of housing.

Referring to shielding theory (see another
paper of this lecture series), it follows
that the shielding effectiveness value of
flat materials is depending on :

° material comstants ( O, U )

frequency

° distance of the source to the shielding
wall

kind of the source wave ( E or H ).

&

“harlag Lo ey =

Fig. 2.10,2. SE for flat materials.
(Ref, D. White/ICT)
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However, a lot of other (degrading) effects
are coming in with the application of real
boxes
® joining structures between two parts of
a box.

° joining structures between box and other
parts (connectors)

L]

holes
¢ displays, switches, ...

As a basic point should be stated that good
shielding is only maintained when a good
conductive contact is realised througout the
whole system. For heoles and slots, grids,
meshes, honeycomb conductive structures are
used, te create "shielded holes".

Fig. 2.10.3. gives a typical SE characte-
ristic for a grid-structure.

Whr 4 Wm0 togeks 3ot mi b iowu N f00mu MW ftar - 3 IBa
m T ~ T T T T Vour
s
.d_,w:ﬁghﬁizsw o "
7 \& N
b el NG \_ h
Risrmm Fae )
R IR ™.
Comms Sereen \\V
~N \
[Py m— \
-
M ateT Revimam far Caleenteed Seneh 13 Tiwm 5
W T TN
“"r k] qunmmml
wbeo wrrp: § ¢ heseen dire Mesh Speting 1= lacher |
- — - ] h \
» I S I 3 \ :
Mate. Wirtding LEfecLivemess o7 [.T1eld & Plony Vv for wrcn B m I3 \\A B
1
w 't _ 05 e
F] 1 ] 1 l 1 1 __l_ ! 1 \n

LT} ¥ [T ]
Aadvs Hrequrntr

nry [} X xn 100uny o

Fig. 2.10.3. SE of a grid.
(Ref. D. White/ICT)

For joining parts of a system, or clean metal
contacts are used, or gaskets giving a con-
tinuous contact over all the parts. Important
on the long run is the effect of galvanic cor-
rosion, degrading the contact impedance over
the system, and as a consequence, a degrada-
tion of the SE of the whole housing or box .

Global SE is determined by the weakest shielding
peoint.

Rules : 1. Make the exact choice of the
shielding box (and material) refer-
ring to the basic characteristies
{ex. kind of field, distance to

SOULCE, +.e)

Take care of the joining structures,
also on the long run for galvanic
corrosion.

3. Take care of holes, cpenings,...
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Fig. 2.10.4. Examples of shielding boxes
and gaskets, ...

2.11. Decoupling Capacitors.

When logic circuitry is triggered, change-
ment of the state of the transistors is
going on inside a circuit. It means that a
lot of transient currents are created, and
these transient currents are flowing through
the power supply lines. Two effects are im-
portant :

° the voltage drop over these lines,
creating a common impedance effect for
other circuits, and a drop of supply
voltage for the own circuit.

° a high frequency radiation because of the
current spikes flowing in the loop created
by the power line and the ground.

An example of current during state transi-
tions is given in fig. 2.11.1,
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POWER SUPPLY TRANSITION CURRENT
74LS GATE

=40mA;

+Vee

=1.5mA
v —=—= l ff—STEADY STATE
P S

-

A

v [ [ 1]
SCALE: HORIZONTAL~Snsidiv; VERTICAL—7mA/div

SPECTRUM MEASURED WiTH
TEKTRONIX PROBE
{TRANSFER IMPEDANCE 50

0 250MHz 500MHz

T GATE INPUT CURRENT
=30mé FOR 1 INPUT

:3_._,:) -\

SCALE: HORIZONTAL-5ns/Div.;
VERTICAL20mA out-of-current-probe

Fig, 2.11.1. Current during state
transitioms.

By putting a decoupling capaciter nearly a cir-
cuit, the high current spikes are retained to
the loop formed by this capacitor and the cir-
cuit itself. It follows that the longer wires
coming from the power supply are carrying only
a nearly DC current {(with much less radiatiom).

+5¥
L o
Decoupling
I J_/Capacitur

Ground

10nH

A 3
SnH m 3nH
[P pomiiy
i

3nH

Ground

Lycm=)0nH

HORIZONTAL INSERTION

Integrated
Circuit

Dual In-11né
Package {DIP}

7///.4"1'
Horizontal Circuit

Configuration goard

VERTICAIL INSERTION

Circuit
Board

B ez

Yertical Cufigurntinn
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a1 2200uF (Al elca)
-2 bt  §.8uF (rantalum elco)

10 Te: D.47uf (tantalum "bead")

4: 0.47uF |caramic,multi-layer,
with 2xmm connecting lead
and B =0.03}

3 5 10’

Erequency (Hz) —®

10 10 10

Fig. 2.11.2. Decoupling capacitors.

Three points must be mentionned

° Regarding radiation problems, the emplace~

ment of the decoupling capacitors must be
very close to the circuits itself (and one
for each ic).

Remember that each strip or lead of | mm
equals an inductance ¢f 1 nB. This means
that, in combination with the capacitor,
a serial LC-oscillating circuit is ob-
tained. Over the resonance frequency,
the circuit behaves inductivally, so no
decoupling effect is obtained.

The same acts for the decoupling capaci-
tor itself,

In the next table, some typical capacitor
values are given,

[ECHNICAL LIBRARY

Logic Current Requirements {dV = 20% deg = Decoupling € =
Family |Gata Switch|Gate Drive®| of KIL | Rise Time | AL/(dV/dt)
o608 1l mA 1lmA 200 oV 50 na 500 pF

TTL 16 mA 8 mA 80 oV 10 ns 3000 pF
STTL 30 mA 20 mA 60 av 3 ne 2500 pF
LSTTL 8 mA 1l mA 60 oV 8 na 2500 pF
ECL~-10K 1 mA 6 mA 20 av 2 as 700 pF

* Rased on fanout of fiva gaten.

Fig. 2,11.4. Table of decoupling capacitors,

Rules : I. Choose the right value and type
of capacitor.

2. Capacitors must be placed as close
as possible to the circuits.

3. General card decoupling capacitors
must be doubled by small capacitors
at the circuit level,

4, Use distributed types if possible
(busbars).

5. Take care during lay-out phase of
putting power supply lines and
ground closely together, and to
connect the capacitors to the right
lines/wires.

2.12, Surge protection.

Surges are heavy overvoltages on power lines,
data cables, connectors, ...

They are directly related to conductive pro-
blems. They are oviginated from the switching
of heavy loads, coupling into lines and cables
from EMP, lightning, ESD, ... ., Depending on
their origin, these overveltages (over elec—
trical overstress) have an amplitude of 100's
upto 1000's of wvolts.

Surge protection is done as close as possible
to their source~incoupling path, or as close
as possible to the incoming path at a system.
Protection ig done by short~circuiting the
overvoltage waveforms on itself (between both
wires) or between wires and ground.

9-11

An example of installing such devices is given
in fig. 2.12.1.
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Fig. 2.12,1. Principle protection for
electrical overstress.

A wide variety of protecting devices are avai-
lable, depending on the range of overvoltage
(and energy) concerned with

® gas tubes and neon ampules

® gas diodes

® transzorb

non-linear resistors (Varistors)
Zener=diodes

metal oxide varistors (MOV's)
silicon avalanche diodes
capacitors and RC-snubbers.

]
L
L]
o
]

Furtheron, after removing the heavy over—
voltage with one or more of these devices,
filtering, deglitching, ... may be done in the
same way as allready described for normal fil-
tering techniques.

‘/\ P ~ 5uH (MICROHENRIES) |
— mm =l
HIGH VOLTAGE T L T
TRANSIENT : !
PULSE
’ | TRaNSZORES 7 | /~L
FEEDTHROUGH | GAS DIODE ;
| i
EMP SHIELD —-a-l I
R S, —
ESD
Nt
POWER P—1 proTECTED

ZORB
SUPPLY H MICROCIRCUIT

Fig. 2,12,2, Typical protection devices.

In the next figure, an example is given of a good
installation of the protection devices, on a good
grounded plate and as close as possible to the
incoming wires, avoiding that the overstress spikes
may enter the shielded box.
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9-12
To Protected
Cablinet Wall or Equipment
Ground Plate
~
Ground Via
Terminal Board
Mounting Screw
Fig. 2.12.3. Installaticn of protection
device
(Ref. D. White/ICT).
Rules : 1. Choose one/more appropiated devices,

depending on the covervoltage level
and spike duratiom.

2. Mounting of the devices as close
as possible to the incoming wires.

3. Avoid that disturbed wires are
really entering the system.

2.13, Non-linear effects and HF-behaviour.

The first effect to be mentionned is con-
cerning the HF-behavicur of comporents.
It should be clearly understood that

® each lead bas an inductance of ] n H/mm

° everywhere there are two conductors,

parasitic capacitances exist.

So, all components have a rather complex
behaviour at higher frequencies.

Non—-linear effects are the effects of demo-
dulation of LF signals modulated on HF-
carriers. This occurs because of the non-
linear behaviour of pn—junctions in diodes,
transistors,

There is only one method to avoid this effect:
short-incuiting for the unwanted HF signals
the incoming path to the components.

Examples of these techniques are shown in

fig. 2.13.1,

short
——-——
shnr:K'
{»} Ceg {

b)) Cpe + Coe {cl tecrice +Cpg
baad

(4) Rp+Cge {8} u-choke ( p<choke+ Cpg

Fig.2.13.1 Avoiding HF signals to enter components,

The effect may be described by :

v =A .V, +B.V."+ ...
out in 1n

V. =V cosot
in
Even without the demodulation effect of brpad-
cast in signals (or pulse medulated carrier of
a radarsystem), ancther effect occurs

v = A . Vcoswt
out
VZ
+B . 5 (1 + cos 2wt)
+ ...

This shows that harmonic frequencies are gene-
rated, and also that a DC-shift {of the bias-
current) is generated.

The latter influences internally the good
working of components and integrated circuits.
This is shown in fig. 2.13.2. for a diode-
circuit.

HE

dcé (A}

14

mat HF
18! .
-

-

Fig. 2.13.2, DC-shift of diode-circuit due
to HF demodulation.

Rule : Avoid that HF-signals may enter the com-
ponents by short-circuiting the incoming
paths, as close as possible to the com-
ponent-leads.

2.14. Spectrum management.

Spectrum management is the technique to avoid-
by a good cholce of carrier frequencies for
telecom systems, local oscillators, ... that
interferences are created at the beginning of
the concept of electronic systems.

It is referred to another paper of this lecture
series for more details concerning techniques.

2.15. Mechanical design and lay-out.

Good EMC design of a global system is directly
depending on both good electronic circuit design,
and on the final mechanical design, construction
and system/PCB-layout. Examples were allready
mentionned in the previous sections handling
about CM/DM coupling with electromagnetic fields,
shielding, crosstalk ... . Layout and design
rules were given concerning separation of wires,
ground plane references, ... .

In this section, some other examples will be
shown about mechanical design and system layout.
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But first of all, it should be stated very
elearly that even the best electromic circuit
design and system concept will act only on its
optimal level if a good mechanical design
andfor layout has been dome.

Two important peoints must be mentionned :

® It is a basic regquirement that the system

design engineer is supervising both elec—
tronic and mechanical design.

Concerning PCB-layout, use automatic CAD-
routers only for simple and/or non—critical
parts of the circuits, but start with the
critical paths by a computer-assisted,

but manual routing.

The same rule acts if automatic CAD-routers
are putting long connection tracks for
rather simple connection paths.

The reason-is that automatic CAD-routers
are working very carefully, consequently
following the rules of the algorithm, but
they are NOT really thinking !

As a first example, multilayer PCB concepts
are shown. Typical is the close coupling of
power supply/ground plane reference,

T INTERCORNECT #4
COMPONENT S10E /
OV AND RETURN
/\ REFERENCE

h-bﬂ)mis +Vgg DISTRIBUTION
=254um T

! / : INTERCONNECT. #2

L /
SHIELD AND OV RETURN

IKTERCONKECT #t [}

COMPONENT SIDE
INTERCONNECT 42 (Y]
OV RETURN
IMPEDANGE
CONTROL Ve DISTRIBUTION
INTERCONNECT #3 (%)
LOW IMPEDANCE
POWER SUFFLY | INTERCONNEGT A4 {1}
DISTRIBUTION
SHIELD AND OV RETURN
IMPEDANCE -
CONTROL 7

Fig. 2.15.1. Some multilayer PCB's,

A second example concerns the placement of
components on a PCB. High frequency and high
speed logic circuitry should be placed as
close as possible to the connector edge. This
arrangement minimises the radiation of the
PCB, because the loops concerned with these
high frequencies are as small as possible.

Low Frequency
and Low-Speed Logic

Medium Frequency
and Medium-Speed Logic

High Freguency
and High-Speed
Logic

\uangonananny~

Fig. 2.15.2. Component placement on PCB.

A third example shows a bad and a better layout
of the power-supply/ground return distribution
on a PCB.

A Bad lLayout Giving High Inductance
and Few Adjacent Signal Return Paths, Which Leads
To CrosstaTk.

o e e il o

[l R o s
- e - S £
2 o e e s i

~ Better Layout
Reduce Power Oistribution and Logic-Return
Impedances, Trace Crosstaik and 3oard Radiaticn.

Fig. 2.15.3, Power distribution on PCB
(ref. D. White/ICT).

The fourth examples shows a bad and a better
mounting and coupling of interconnection cables,
showing also the famous "pig tail", creating

a loop inside of shielded systems.

9-13
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Flat Cable
{Foam Spaced)

@@= Connectors

micoo
o o
1

Filter Mounting
} ) / Reradiation from Surface Bonded To

Long Cable Shield I/0 Bulkhead
Termination
Minimum Distance =

Improper Connection Cabinet
&
Caonnectlon
Immediately Power Cabie
Outside
Enclosure
»
D 8 8 8 Signal Cables
0 =
o =00
-_
/ Metat or Metalized Box
Power Cable
Fig. 2.15.4. Mounting of cables. Power Contrpiler
(ref. D. White/ICT).
And as the fifth series, some examples are Courte I/0 Interface
; ; ourLesd Bulkhead
given of gemeral system design. of DEC u ea
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1 | Power supeLy POWER SUPPLY | ¢ Fig. 2.15.5. General system design examples.
g || ke | | mem |7 (ref. D. White/1CT).
[ IR 11 . SRS ———— I
+ ) Rules : 1. Make a very carefull mechanical design,
i taking into account wire separation,

ground reference, pig-tails,

™~ HARCWARE GROUND

2. A global supervision is needed for both
electronical and wechanical design by
the system design engineer.

3. Pe aware of AUTOMATIC CAD-routers for PCB-
ayout.

EXTERNAL GROUND

"




¢

-

TECH

3. How To Tackle EMI-problems ?

In this section, some rules for good shielding
practice will be discussed.

3.1. How to tackle the problem ?

1. Define the type of EMI-signal

2. Define the type of the problem (R or C)

3. Choose the solution : EMI, EMS or shielding/
filtering

4. Have an idea of the signal levels

5. Localise the real problem

6. Is there also an ESD problem ?

7. Other features needed ?

8. Choice of solutions and materials

9. (Re)design

0. TEST AGAIN !

We will discuss these 10 points now more in
detail.

3.1,1, Define the type of EMI-signal

- what is the frequency-range/frequency-band

- is it a small-band/broadband signal

~ what is disturbed : a system, a circuit,...

~ in what application field (industrial,
CONSUMET 4+ .o}

3.1.2. Define the type of the problem :

- conduction or radiation

- intersystem or intrasystem

= is the source natural or man-made

- is it in the near-field/far field region
of the source

E-field or H-field problem

3.1.3. Solution ?
~ Redesign : in many cases, a good redesign
(e.g. PCB's) might resolve the problem,
in order to minimise the emission level
itself, or the susceptibility level.

I

EMI : shielding to avoid that an EMI-signal
may leave a system. (see EMI-regulations).
This solution is not suitable for natural
and intentionally man-made EMI-sources.

EMS : shielding the "receiver" against
disturbing signals.

3.1.4, Signal levels :

- what is the signal-level (or field-
strenght} of the EMI-signals

what is the sensitivity-level (suscepti-
bility) of the receiving system or circuit

- set requirements to achieve.

3.1.5. Localise the real problem ;:

- component in a circuit, circuit in a system:
design of the system.

]

shielding problem of a whole enclosure

- problem about holes, apertures for displays,
connectors, buttons, doors, cooling-
in lets, ...)

- power line/data cablefiltering.

3.1.6. ESD ? (Electro-static discharge)

Try to find-out if there should be any ESD-

And, EMI/EMS solutions use normally the same
kind of materials.

INICAL LIBRARY

.1

.7. Other features ?

alr-cooling filters

optically transparent

anti-dust sealing

air-pressure sealing

oil-leakage

molsture exclusion

shock-proof

temperature range

fixation (see also galvanic corrosion)

.8. Choice of sdlutiom :

.1

redesign of the electronic system
choice of components
power line filters
shielded/filtered connectors
box/enclosure for a whole system
shielding the source-circuit or the sensitive
circuit only
hole slot shielding by : cut-off wave guide
gaskets
seals
interconnections of systems by coding of
signals f{double) shielded cables twisted/
balanced wires,

.9._Redesipn of the system

Is an EMI-redesign possible, without redesigning
the whole system {mechanically compatible) ?

3.1.10. Test again, and 777

THINK  ALWAYS

EMC

problems. ESD-sparks may cause an EMI-problem.

1
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