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Abstract

Most operational intereeptor tactical guidance systems are employing technologies which were developed more than two
decides ago. Newer technologies have been slow to replace these mature technologies that meet the requirements: however.
future interceptor guidance systems will hiave more demanding requirements and technological advances have great payoff
potential. The Lecture Series will bring together a group of speakers with both outstanding practical and theoretical experience
in intereeptor guidance system technology. These speakers will provide the audience with the guidance system technology
fundamentats which will serve as background so that theorctical advances in future and proposed systems can be both
understood and appreciated.

This 1ecture Series, sponsored by the Guidanee and Control Panel of AGARD. has been implemented by the Consultant und

Exchange Programme.

Abrégé

La plupart des systémes opérationnels de guidage tactique de missiles intereepteurs font appel d des teehnologies qui datent de
plus de vingt ans. Les nouvelles technologies tardent & remplacer ces technologies classiques qui continuent cependant i
répondre sux besoins actucls. Les spécifications des futurs systemes de guidage des intereepteurs seront plus exigeantes etelles
offriront ainsi de nombreuses possibilités aux technologies nouvelies.

Ce cyele de conférences rassemble un groupe de conférenciers avant une vaste expérience pratique et théorique des
technologies des systemes de guidage des missiles intereepteurs. Ils fourniront aux participants une synthese des ¢iéments de
base des systemes de guidage qui permettrade micux comprendre et dapprécier les avanedes théoriques des sytemes futurs ct
Proposes.

Ce eycle de conférences est présenté e cadre du programme des consultants et des échanges, sous I'égide du Panet AGARD du
Guidage ¢t du Pilotage.
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Introduction and Overview
Missile Interceptor Guidance System Technology
(Guidance System Technologies Used In Interceptor Missiles Against Other Missiles Or Airplanes)

Paul Zarchan
The Charles Stark Draper Laboratory, Inc.
Cambridge, MA, USA 02139

Theme

Most operational interceptor tactical guidance systemns are employing technologies which were
developed more than two decades ago. Newer technologies have been slow to replace these mature
technologies that meet the requirements; however, future interceptor guidance systems will have more
demanding requirements and technological advances have great payoff potential. The Lecture Series will
bring together a group of speakers with both outstanding practical and theoretical experience . 1 interceptor
guidance system technology. These speakers will provide the audience with the guidance system technology
fundamentals whizh will serve as background so that theoretical advances in future and proposed systems
can be both understood and appreciated.

Overview of the Lectures
Lecture 1:

The first lecture is by Dr. Robert T. Reichert of the USS. and is entitled " Modern Robust Control For
Missile Autopilot Design.” This lecture examines the applicability of He control to the design of automatic
flight control systems for highly maneuverable, tail-controlled missiles. The fundamentals of modern
control system analysis and synthesis are reviewed and emphasis is placed on formulating frequency
domain weighting functions for design specification. - A numerical example is included to clarify all
concepts.

Lecture 2:

The second lecture is by Dr. U. Hartmann of Germany and is entitled "Midcourse Guidance
Techniques For Advanced Tactical Missile Systems.” The lecture gives an introduction into the operational
requirements and operational aspects of inertial midcourse guidance systems. Different midcourse guidance
principles such as pure inertial guidance, updated inertial and aided inertial are discussed with their benefits
and drawbacks. The paper also describes various prelaunch alignment methods and discusses their relative
merits from an overall system point of view.

Lecture 3:

The third lecture is by Mr. Walter Kaufmann of the U.S. and is entitled "Flight Control Design Issues
In Bank To Turn Missiles." This paper discusses various design issues encountered in the synthesis of bank-
to-turn autopilots for several proposed air-launched guided missile configurations. Included in the paper is
a discussion of the various tradeoffs between bank-to-turn and skid-to-turn configurations. The relative
merits of several bank-to-turn control laws are presented with respect to the type of airframe, propulsion and
guidance required for the mission under consideration. The coupling phenomenon is discussed and
methods for decoupling are presented.

Lecture 4:

The fourth lecture is by Mr. F. Burel . of France and is entitled "Guidance Simulation Model of Anti
Sea-Skimmer Missile.” The paper presents a simulation methodology for estimating the survivability of
ships and their protective frigate, facing a salvo of maneuvering sea-skimmers. The simulation model
includes such realistic effects as defense system errors and midcourse radar noise. A detailed model of the
threat, including the three phase of flight, are incorporated in the simulation model.

Lecture 5:

The fifth lecture is by Dr. R. V. Lawrence of England and is entitled "Advanced Missile Guidance.”
The paper relates guidance issues through the zero-control or zero effort miss. Algebraic expressions for the
zero effort miss, as a function of the missile-target range, are derived and presented for four sample systems.
The relationship between proportional navigation, optimal guidance, and zero effort miss are derived and
discussed. Finally, the impact of optimal evasive target maneuvers on system performance are presented.
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Lecture 6:

The sixth lecture is given by Mr. Paul Zarchan of the US. and is entitled "Micro Based Technology - A
New Tool For Missile Guidance System Design and Visualization.” Several interceptor guidance system
related examples are presented. The paper first demonstrates that these examples can be made 1o work on
microcomputers with CPU running times which are very attractive and turn around times (i.e. time for
engineer to get the answer in a useful form) that are far superior to that offered by a time-shared
mainframes. It is then shown how numerical output can be enhanced, in real time, with the graphics
visualization technology which is currently available with microcomputers. Each of the examples
demonstrates how the enhanced answers offer the designer a visualization which not only gives a deeper
insight into the problem being solved, but in addition allows an engineer to rapidly iterate cases to get an
acceptable design.

Lecture 7:

The seventh lecture is given by Dr. Owen Deutsch of the U.S. and is entitled "Interactions Between
Battle Management and Guidance Law Design For A Strategic Interceptor .” This paper switches the focus of
the Lecture Series from one-on-one tactical missile considerations to proliferated strategic interceptor
technology. The paper demonstrates that acceptable solutions require consideration of all systems issues and
that battle management functions should not be decoupled from guidance law design. A system level
simulation which incorporates all significant error sources to the battle manager is described. Knowledge
gained. in terms of execution speed, user interaction and insights generated are presented through several
unifying examples.

Lecture 8:

The eighth and final lecture is given by Mr. Paul Zarchan of the US. and is entitled "Guidance
Methods For Tactical and Strategic Missiles.” The paper reviews methods of guidance which are applicable
to both tactical and strategic missiles. Guidance concepts, which were originally developed for the tactical
world, are extended for application to the strategic world not only to gain insight but also to predict strategic
interceptor fuel consumption and performance. Nonlinear engagement simulation results indicate that the
divert requirement formulas (derived in the paper) for prediction error, apparent target acceleration and
guidance law are not only useful but are in fact accurate indicators of strategic interceptor requirements.
Numerous examples are presented to dlarify and illustrate concepts.

Concluding Remarks
The lecturers participating in this Lecture Series will present the results of many years of practical

experience with interceptor guidance system technology. The intended result of this Lecture Series is the
transfer of knowledge that can lead to newer and better interceptor guidance systems throughout the NATO

community.]

References

1. Schmidt, G. T. (editor), Kalman Filter Integration of Modern Guidance and Navigation Systems,
AGARD Lecture Series No. 166, June 1989.
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MODERN ROBUST CONTROL FOR MISSILL AUTOPILOT DESIGN
by

Rohert T.Reichert
and
David J.Yost
The Johns Hopkins University
Applicd Physics Laboratory
Johns Hopkins Road
Building 1 East 134
Laurel, Maryland
United States

ABSTRACT

This paper examines the applicability of H control to the design of automatic flight control
systens for highly paneuverable, tall-controlled missiles. The fundamentals of modern-robust-
control analysis and synthesis are reviewed. Problem formulation with emphasis on selection of
frequency domain welghting functions for design specifications and the role of modelling uncer-
tainty are considered. An example problem is included as a tutorial overview of these methods.

1.0 INTRODUCTION

Future homing missiles will need to cope with demands for greater range and higher

maneuverability resulting in more stringent autopilot performance requirements. Design tech-

niques, used in current practice, are limited and often result in less capable system perfor-
mance. However, recent advances in robust-control theory (Ref. [1-4]) offer good prospects for
meeting the design needs of next generation missiles. Several anticipated benefits of the
robust-control design approach are: greater flexibility in the choice of airframe geometry,

full use of available airframe maneuver capablility and greater tolerance to uncertainty in
design models.

Robust-control design methods optimize performance and stability based on engineering models
which include performance specifications and descriptions of how uncertainty modifies the
nominal plant model. H_ optimal control provides the basis for controller synthesis while
p-analysis characterizes performance and stability in the presence of a defined structure for
uncertainties. The combination of these two powerful concepts leads to a synthesis procedure
that expllcitly accounts for a specified level and structure of uncertainty in the nominal
plant model. This paper focuses on showing the fundamentals of applying H_ optimal control and
pu-analysis to a hypothetical missile-autopilot example.

This paper is organized as follows. We will begin with a review of several key concepts in
modern-robust control analysis and synthesis. This material is drawn from references (Ref.
{1,2,10,11]). A description of the tail-controlled missile problem and a hypothetical model
will be described next. This material {s followed by a definition of the uncertainty model and
H, optimal-control {nterconnection structure. lastly, a comparison of three designs is made to
{1lustrate various performance characteristics of H_ controllers.

2.0 ANALYSIS REVIEW
Definition: Linear Fractional Transformation (LFT). Consider the complex matrix partitioned
M= | M., M
11 2
[ My 22 ]

derived from the following linear equations

as
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w=-42z

whera the size of 4 is such that M;,A is square. This set of equations is well posed if the
inverse of 1-M,,8 exists, in which case the vectors e and v will satisfy e = Fu(M,A)v where

-1
Fu(H,A)— sz + MZIA(I-MIIA) M12'

1f viewed in a feedback block-diagram sense, the notation used here denotes the LFT formed by
closing the upper loop (hence, subscript u) of M with A. M22 may be viewed as a nominal element

and A as & linear-fractional uncertainty. The matrices Hll' le, H21 and Fu(H,A) describe how &
affects the 1t 'minal element.

The framework for analysis and syntheslis, used here, is based on LFT's as shown {n Figure (1).
Any linear interconnection of inputs (v,u), outputs (e,y) and uncertainties (A) may be rear-
ranged as shown in Figure (la). P represents the system interconnection structure, K the con-
troller and A the uncertainty. v is a vector of exogenous inputs such as reference commands,
disturbances and nolse. e 1s a vector of error signals to be kept small. y is a vector of
sensor measurements and u is a vector of control signals. The convention adopted here s to
normalize exogenous inputs (v), errors (e) and uncertainty (&) to 1. This requires that all
scalings be absorbed into P. Within this framework we will be concerned with 2 LFT structures;
one for analysis (Figure (1b)):

-1
Fu(G,A)- 622 + 621A(I-Gllb) G12,

where G is obtalned by absorbing the controller K into P, and one for synthesis (Figure (le)):

-1
FI(P.K)- Pll + Ple(I-PZZA) P21.

In the absence of uncertainty the nominal performance measure is given by

l6y,l, = 5P 9(Gyy (o)),

and relates the worst-case response, over frequency, to the exogenous input. Nominal stability,
a weak requirement, is attained by K stabilizing only the nominal plant.

When uncertainty is considered, the analysls problem involves: determining the robust stability
of G in the presence of an uncertain but bounded set of A's, and for robust performance, deter-
nining if e remains in a desired set of responses for all permissible secs of A and exogenous
fnputs v. Stability for unstructured uncertainty (only o(8)sl 1is known) depends only on
ﬂclllosl , and performance depends only on IGIQ. However, norm bounds of this type are inade-
quate for determining robust performance or stablility with realistic models of structured
uncertainty in the plant. The structured singular value () was Introduced to deal with these
more complicated situations (Ref. [s}).

In defining u, we begin by specifying that A belongs to the set of block-diagonal, complex-
valued, bounded uncertainties:

A-(d1ag(8,.8,,...,8)) | a(a,)s1).
For M ¢ C™M 4(M) is defined:

1
p(H) =

min{o(a) |aes, det(I-Ma)=0)
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unless no AchA makes 1-MA singular, in which case u(M)=®0., The function p is dependent upon the
structure of A and has the property p(aM)-Ialp(M).

The following bounds, which are relatively easier to compute, are defined for u:

sup {nf -1

Ul p(MU) s (M) 5 py) (DMD" ")

where

denotes spectral radius
denotes maximum singular value

Qo

1=

’ *
- | diag(Ul.Uz.....Un)lUiui—I)

1o

- { diag(dll,dzl,...,an)|d1¢R+}
where the structures of U and D match A. Note that U and D leave A invariant:
3(sU)=3(Ua) and D”laD-a.
The following two theorems (Ref. [6]) establish the relevance of pu for studying robustness of

feedback systems with structured uncertainty.

Theorem: Robust Stability

sup
Fu(G,A) stable V aea 1ff w p(Gll(jw))sl.

Theorem: Robust Performance

F,(G,8) stable and “Fu(G.A)“msl

v ac(diug(a,n_ 1)) °F SUPu(G(Jw))sl.

3.0 SYNTHESIS REVIEW

For synthesis it 1is assumed that performance welghtings and scaling factors are absorbed as
part of the {nterconnection structure (P in Figure (l.c)) so that v' and e' are properly nor-
malized to 1. For the H_ optimal-performance problem the synthesis goal 1is to find a stabi-
1izing controller K which minimizes “Fl(P,K)ﬂQ where
e'= Fl(P,K) v'
-1
- 2, -
Fl(P,K) Pll + Ple(I PZZA) P21.

To illustrate the two-Riccati equation state-space solution (Ref. [1,2)) to this problem,

consider the following representation and matrix partition for the interconnection structure
P(s):

X = AX + Blv’ + Bzu
e' = Clx + Dl2u
y - sz + Dzlv'

where x i{s the state vector, v' is the exogenous input vector, e’ is the error vector, u is the

control vector, and y is the measurement vector; we then denote the matrix partition

c 0o D
c; \ o!?
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We have assumed that nll-o and 022-0 {n order to simplify the equations shown here. The more
general case is treated in (2]. In addition to the above assumptions, it {s required that
(A,Bz,cz) be stabilizable and detectable; rank Dlz- nunber of control inputs; rank 021- number
of measurements; 012-[0 I)' and D21-[0 1]. The last two requirements may te achieved by ap-
propriate scaling of u and y and a unitary transformation of v' and e'.

In the solution technique we will make use of tha following notation for the Hami{ltonian matrix
and algebraic Riccati (ARE) equation:

where X will be the solution to the ARE:
*
AT + XA+ XRX - Q=0

and will be denoted as X = Ric(H}.

To proceed, consider the problem of firding a controller K(s) to satisfy the performance goal
of ||F1(P.K)||Q< v. We define two Hamiltonian matrices :

) * IR *
Hy = | (A-B,D1,C)) 1 25,8] - B,B,
* * * *
CI(-14D;,D},)C;  -(A-ByD1 Cy)
* * 2k *
Hy = | (A+B)D},C)) v ¥cje, - 6¢,
B, (-1+4D¥.D,.)BY - (A+B.D3,C,)
1 2102108 1P21%2

with ARE solutions denoted Xm-Ric(Hl) and Ym-Ric(Hz). The state-space equations for the con-
troller K(s)=[u(s)/y(s)] are given:

A - - * - -
x = Ax+ (v 2Ymcl)e' + F(y-y)‘
e' = Clx + Dl2u
u = Gx

* *
F = 81021 + Ymcz

* *
G = -(D12C1 + Bzxa)zn

-2
2, (-7

X"

where X denotes the state estimate, e' denotes the estimate of the worst-case error and y

denotes the measurement estimate. This controller has the observer/full-state feedback struc-

ture familiar to LQG optimal control. However, the addition of the worst-case error to thay
state dynamics represents a departure from this familiar structure.

The optimal H_ controller 1s found by performing a minimizing search i{n y. The smallest value
of v is chosen consictent with the following requirements: X.z0, YQZO and p(meu)<1’.
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Thus far, the H_ synthesis framework described here is only useful for optimization in an
{nput/output setting. No mention of uncertainty (internal to the nominal plant model) enters
the formulation of the optimal-performance problem., In order to address uncertainties, the L
optimal-performance problem posed here may be viewed as an H_ robust-stabilization problen with
respect to the uncertainty structure shown in Figure (2). Thi« transformatisn of the problem in
effect combines input/output performance objectives with stabili{ty to plant uncertainty objec-
tives. Here A 1s considered to be a full-block of unstructured uncertainty (only o(8)s] is
known). That is, find K to stabilize the system and to minimize:

|\ru(r1(1>,x),:s)l]°° v a | o(a)sl.

Clearly, this represents a more conservative synthesis problem than may be intended, because
the true structure of A may be {gnored. In reality, A in Figure (2), has a structure dictated
by the true uncertainty (which we denote Au‘Aucé) and a full-block structure for the e/v trans-
fer function (which we denote Ap)' This ylelds an actual structure for A, in Figure (2), of :

.

It should be noted that an H, controller could be obtained without regard to the presence of
{nternal modeling uncertainties (i.e., by removing the exogenous inputs and errors assoclated
with the uncertain elements). This is equivalent to solving the optimal-performance problem
posed above. However, this approach removes all conservatism by assuming that the design model
{s a perfect representation of the plant response. The resulting design will likely exhibit
very poor robust performance and stability in the presence of the real plant.

In order to reduce conservatism, without removing it altogether, we will need to merge the two
powerful techniques of H_ optimization and p-analysis. Recall that an upper bound for u may be
obtained by a scaling operation and application of the H-“m. Incorporating this u related
concept with H_ synthesis, the problem becomes one of finding a controller K and a frequency
dependent scaling matrix D(s) such that [D(s) Fl(P.K) D(s)'lﬂn {s minimized. The approach taken
here is to alternate between finding K, to minimize the above expression for a fixed D(s), and
then to find a minimizing D(s) for a fixed K, This latter step {s conducted point-by-point in
frequency with a different constant D matrix result for each frequency point. The data for the
elements of D may be fit with real-rational, minimum-phase, stable aud {nvertible S$1S0 transfer
functions., The frequency dependent matrix D(s) is comprised of the SISO transfer function fics.

This u-synthesis technique (D-K iteration) has been ussd extensively elsewhers to obtain robust
control laws.

We will examine the performance characteristics of the three design approaches discussed here!
H, optimal-performance, H, robust-stabilization and p-synthesis.

4.0 PROBLEM DESCLIPTICN

Censider the missile-airframe control problem {1lustrated in Flgure (3). When the vohicle is
flying with an angle of attack (a), 11ft is developed. This lift may bs represcnted as acting
at a central location (center of pressurs). The vehicle will be statically stable or unstable
(vithout corrective tail deflections) depeuding on the location of the center of pressure
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relative to the center of mass. The control problem requires that the autopilot generate the
required tail-deflection (§) to produce an angle of attack, corresponding to a maneuver called
for by the guldance law, while stabllizing the airframe rotational motion. Sensor measurements
for feedback typically include missile rotational rates (from rate gyros) and normal accelera-
tion (from accelerometers). Reasonably accurate pathematical models of the rigid-body transfer
functions from tail-deflection to the sensor outputs are generally available for design.

Typical uncertaintjes to be considered in this control problem include: aerodynamic charac-
teristics, mass and balance, wind, flexible mode dynamics, actuator nonlinearities and sensor
nonlinearities and noise. The first three uncertainties generally are handled by using suffi-
ciently wide bandwidth feedback loops, while the last three uncertainties in the list act to
restrict the amount of bandwidth that may be used practically.

For the problem considered here, it 1is desired to design one controller to track commanded
acceleration maneuvers with a steady state accuracy of 0.5% and a time constant of less than
0.2 seconds. The controller must provide robust performance over a wide range of angles of
attack and must avoid saturating tail-deflection actuator rate capabilities as well as avold
high-frequency instabilities caused by unmodelled flexible-body modes.

5.0 MISSILE MODEL

The nonlinear state equations for this control problem are given as:

a = (cos?(a)/m)[F,] + q

q=- Hy / Iy
where
Fz cn(a,s) QS (1lbs)
M C'(a,5) QSd (ft-1bs)

R

d¥namic pressure (1bs/ft?)
reference area (.44 ft3)
diameter (.75 ft)

mass (13.98 slugs)

pltch moment of inertia

y (182.5 slug-£t?)

velocity component along missile
center line (3109.3 cosa ft/sec).

B 0w

[ =4
]

The aerodynamic coefficients Cn and Cm are given by the following polynomia). expressions:

cn « aad + ba? + ca + d§
a = ,000103
b = -,00945
c = -,170
d = -,034
cn - aa® + ba? + ca + d§
a = ,000215%
b = -,0195
¢ = .051
d = -,206

These values given here are purely hypotheticai and are intended for tutorial uses only. The

angle of attack is assumed to range over 0 to 20 degrees.

The nonlinear state equations are linearized about trim operating points (Hy = 0) to form
linear state-space equations of the form:
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-7

x= Ax + Bu
y= Cx + Du

where x={a q], u=[5], and y={q qz]. Here, n, represents the accelervmeter measurement (assumed
to be at the center of mass). For an angle of attack of 0 degrees, the state-space matrices

A= { -0.6 1. B - -.12 ‘
32.4 0, -130.8

, J

EX ey

For an angle of attack of 20 degrees, the state-space matrices are:

A= -1.18 1. B~ -.11
-300.2 0. -130.8

C=- 0 1. D - 0
-2.54 0. -.203

As a representative average model to use in the design process we will select the following

are;

(2]
]

state-space matrices. These do not actually correspond to a gilven linearization about an
operating angle of attack, rather they represent an average value for each element of the
matrices when examined over the entire angle of attack range.

A- -0.9 1. B~-| -.117
-134.0 0. -130.8

C- 0 1. D= 0
-1.78 0. -.203

In addition to these dynamics, it is assumed that the missile tail-deflection actuator may be

represented with a second order linear transfer function:

'] 1
- (s) =

5, (8/w)? + (L.bs/w,) + 1

W, 150 rad/sec.

6.0 UNCERTAINTY DESCRIPTION

‘“hree uncertainty descriptions will be used for this design example. The first captures the
dominant effect of aerodynamic deviations from the assumed design model. The second represents
uncertalnty in the actuator gain and phase characteristics. And the last represents unmodelled
dynamics. Figure (4) {1lustrates the location of the uncertain elements (Ai) in the design
model. The controller must handle the aerodynamic variations that result from operating over

the angle of attack range from 0 to 20 degrees., Examining the state-space matrices over this
range we see that the A(2,1) element varies by as much as 140%. As expected, this term varles

*he most because it relates directly to the rotational stability of the rigid-body alrframe. We
will need to incorporate a parametric wncertain model to capture the uncertainty in this term.
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Variations in the other terms are known to be far less significant, from physical considera-
tions, and will be ignored. The normalizing scale factor for 4, (k in Figure (4)) for thls
example is 1.25. The effect of this uncertainty will be to make maximum use of the rate-gyro

sensor for an inner-loop feedback path to desansitize the system from variations in the rota-
tional aerodynamics.

The second uncertainty (A2 in Flgure (4)) captures uncertainty in the actuator gain and phase
characteristics. With a normalizing scale factor of c=.6, this uncertainty structure represents
as much as 35 degrees phase uncertainty and gain variation from approximately .6 to 2.5). This
uncertainty will have the effect of preserving gain and phase margin in the inner loop.

The third uncertainty (A3 in Flgure (4)) is used to represent unmodelled flexible-mode
dynamics. Figure (5) illustrates the frequency dependent weighting function Uu(s) and a repre-
gentative flexible mode transfer function from tail-deflection to rate-sensor measurement. The
weighting functions represents a frequency depéndent magnitude bound on the unmodelled transfer
function. For conservativeness we elect to over-bound the high frequency characteristics sub-

stantially. The effect of this uncertainty will be to limit the bandwidth available to the
controller to handle aerodynamic variations.

7.0 IRTERCONNECTION STRUCTURE

Thus far, we have defined the nominal model of the plant and the uncertainty structure for this
problem. The remaining portion of the {nterconnection structure to be defined is assoclated
with the performance goals (il.e, exogenous inputs and errors assocliated with the tracking

performance specifications). Figure (6) illustrates the input/output diagram for the intercon-
nection structure chosen here.

As stated earlier, the performance objective 1s to track step commands (nc) with a 0.5% track-
ing accuracy and a maximum time constant of 0.2 seconds. To accomplish this we will define a

frequency dependent weighting function that will be applied to the tracking error signal (qc
n) (L.e., a sensitivity weighting function):

(14.9451 8 + 200)

Wg(s) =
(42.7003 s + 1)
This welighting function has a low frequency gain of 200 (for 0.5% tracking accuracy) a gain

crossover frequency of 5 r/s (for 0.2 sec time constant or better) and a high frequency gain of
0.35 to limit overshoot.

One additional exogenous input to be defined is the rate-gyro sensor noise. Recall that this
input is required in order to satisfy the rank of 021 requirement. For this problem it 1is
assumed that the gyro is a nearly perfect device. A scale factor of .00l is applied to this
{nput. In practice, if realistic gyro characteristics were available, a frequency dependent
weighting would be appropriate to characterize the anticipated nolse spectruam.

Lastly, we dcfine an additional performance output that will not significantly alter the
characteristics of the solution. However, it is included to satisfy the rank of D12 requirement
for the H_ optinal-performance synthesis case, This output is formed by placing a small con-
stant weighting (.001) on the commanded tail-fin deflection.
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8.0 COMPARISON OF H_ and p4-SYNTHESIS DESIGNS

We will examine three controller designs. The first design will be obtained by solving the H_
optimal-performance problem. The second and third controllers will be obtained by solving first
for the H_ robust-stabilization controller and then the p-synthesis controller. The software
provided in (Ref. [8]) was used to perform the design steps.

Consider first the controller obtained by solving the H_ optimal-performance problea. Recall
that this approach ignores the uncertainty description by assuming that the given plant model
is a perfect representation of the real plant to be controlled. For this case the interconnec-
tion structure 1s obtained by removing the top three exogenous inputs and error outputs shown
in Figure (6). Figure (7) shows three step responses obtained using this controller. The three
responses correspond to the design model response and for models obtained by linearizing the
airframe at 0 and 20 degrees angle of attack. The response for the design model shows a very
good response. However, when the plant deviates from the design model (here the deviation is
due to a change in angle of attack) very poor performance is seen for a=20 degrees, and an
unstable response 1s obtained for o0 degrees. Upon close inspection of the controller
dynamics, it is seen that the controller is actually cancelling the plant dynamics and sub-

stituting dynamics that satisfy the performance goals. This cancellation of mcdel dynamics is
the source of the poor performance observed here.

The lack of robustness observed with the H optimal-performance controller clearly motivates
the needvto include modelling uncertainty in the probler formulation. We will proceed along
this direction by using the full {nterconnection structure show in Figure (6). The last two
controllers to be examined here are obtained by solving the H_ robust-stabilization problem and
by performing the D-K iteration to obtain the p-synthesis controller.

For the first step of the D-K iteration, the frequency dependent D-scale matrices were initial-
{zed to identities of the appropriate sizes. The resulting controller from this first pass Is
the H_ robust-stabilization controller (i.e., the controller designed with respect to the
conservative model of A in Figure (2)). For the first pass the performance level of IFI(P,K)la
« 2.0 was attalned. For the final D-K {iteration the robust-performance level ID(B) Fl(P.K)
D(s).lla = 1.07 was achieved. For evaluation purposes the H_ controller was reduced from 8th

order to 7th and the p controller was reduced from 20th order to 8th, using a balanced trunca-
tion model reduction procedure (Ref. [9]).

Figure (8) 1illustrates the step response performance characteristics of the H_ robust-
atabilization controller for the design model, and for the model linearized at two angles of
attack (0 and 20 degrees). Figure (9) {1lustrates the p-synthesis performance for the same
three plant models. Clearly, the u-synthesis controller exhibits superior tracking performance.
Not shown here is that both designs satisfy the goal of gain stabilizing the unmodelled

flexible-mode dynamics and that single-loop stability margins are very good (better than 6db
and 35 degrees at the actuator input and at the sensor outputs).

Comparing the worst case perturbation matrices for the H_ and p designs:

0.0990 -0.3416 -0.2049 -0.1384

0 0 0 0

H = 0.0057 -0.0195 -0.0117 -0.0079
-0.0568 0.1959 0.1176 0.0794

0 0 0 0
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0.9346 0 0 0

0 0.9346 0 0

pw 0 0 -.9346 0
0 0 0 0.9346

0 0 0 .001

shows how the full-block uncertainty structure assumed in the H_ synthesis allows interaction
between the various uncertainty structures and the performance inputs and outputs. Allowing
this interaction presents a much more conservative design challenge and consequently the H_
design was unable to attain acceptable performance. It should be noted that only the real part
of the worst-case uncertainties are shown above, however, in this case the imaginary parts vere
negligible.

As a final check on performance of the controller, a nonlinear simulation response of the
systea 1s shown in Figure (10). The autopilot was commanded to develop a 25g acceleration
response, and as expected the controller performs very well.

9.0 SUMMARY

Design for robust performance and stability requires, at a ainimum, that the designer:
1. define a nominal model of the plant to be controlled,
2. deflne an uncertainty structure to characterize a family of plants in which it is an-
ticipated that the real plant vesides, and

3. express performance goals with normalized exogenous inputs and frequency weighted errors.

Use of a synthesis procedure, such as p-synthesis, which preserves the structural relationship
between uncertainties and performance elements, in the interconnection structure, is essential.
Failure to account for this structured relationship may lead to overly conservative specifica-

tions and poor designs.
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Figure 3. Tol-Controlled Missile Problem
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sSummary

Midcourse Guidance Techniques can significantly improve operational aspects as well
as overall performance of tactical missile systems. Operational requirements such as
conformal carriage in case of air-to-air-missiles or canister launch in case of
ship-based systems can only be met by a lock-after-launch capability of the guidance
system. On the other hand, seeker acquisition ranges may not be able to match the kine-
matic capabilities of the missile for a variety of reasons which may include adverse
weather conditions and counter-measures.

The paper addresses a number of operational aspects relevant to the design of
midcourse guidance systems and the essential prerequisites for their application. Basic
options of midcourse guidance, such as pure inertial, updated inertial and aided inertial
as well as the fundamental elements including inertial navigation and target prediction
are discussed. FProper initialization and alignment of the guidance and navigation system
are presented as further key issues. The alignment problem is defined and a number of
methods to achieve adequate alignment are described.

The paper concludes with a review of different techniques for the performance
assessment and the most important performance criteria for handover from midcourse to
terminal guidance.

1. INTRODUCTION
1.1 Background

Most of the missile systems which are currently in service and which became
operational in the 70's and early 80's rely on lock-before launch or require target radar
jilumination during the full flight time or at least a significant part of it. Among the
few exceptions are long-range missiles such as sea-skimmers which make use of inertial
midcourse guidance techniques Aduring most of the flight before active radar homing takes
place in the terminal flight phase.

The operational requirements for advanced missile systems which are now in various
development phases ranging between feasibility and full scale development ask however for
features such as

- fire and forget or launch and ljeave in connection with long firing ranges

- the simultaneous engagement of several targets

- the capability to cope with naturaf or man made obstacles tenmporarily
obstructing the line of sight

- the capability to acquire and track targets with very small Radar or
IR-signatures in connection with various countermeasures.

Inertial guidance techniques are very useful to support technical solutions to meet
these requirements. The basic technologies of inertial guidance are known since World
War II and have been reviewed in several papers and publications (/1/ to /4/). However,
for many years the hardware realization of irertial guidance was expensive and required
significant mass and volume, which was prohibitive for relati-ely small tactical mis-
siles. An overview of the technology available in the early 60's is presented in /5/.

This situation has changed drastically since strapdown inertia) systems are avai-
lable (/6/, /7/)- Advanced sensor technologies in connection with highly integrated
digital electronics allow the construction of cost-effective Inertial Navigation Units
(INU) within the mass and volume constraints of even small tactical missiles. The perfor-
mance of these INU's {s however only partly determined by the accuracy of the inertial
sensors and the associated signal processing. Other important design parameters are the
pethods used to align and to aid the INU. There is a variety of possibilities to aid the
INU which may include the usage of the radar of the launch vehicle, the determination of
position fixes using image processing or satellite navigation techniques (GPS). Finally,
the design of the INU is a trade-off between the accuracy of the sensors and the signal
processing, the alignment and the aiding techniques used. Fig. 1.1 shows the basic INU
definition chosen for this paper.
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Fig. 1.1 Definition of a Missile INU

1.2 Operational Aspects

whilst the actual implementation of a midcourse guidance system is very much depen-
dent on the special application, there are a number of common fundamental operational

aspects which must be considered in the early design stage of every project.

- Successful use of midcourse guidance depends on the capability of target detection
and identification typically over a range which is significantly longer than the
acquisition range of the missile seeker. The detection range itself, the angular
accuracy of the line-of-sight (LOS) measurements and the data which can be provided
by the target acquisition system are of crucial importance for the design.

In cases where active Radars are used for target detection (valid for most
applications) the data in general include range and bearing (azimuth and elevation)
measurements. Additionally the radar signal processing may provide estimates of the
Los-rate, the target velocity vector or even estimates of target acceleration.

However, midcourse guidance techniques may also be of interest in cases where .
the target can only be detected by passive means, e.g. Radar Warning Receivers
(RWR) or Forward Looking Infra-Ped (FLIR)-Systems. Measured range data cannot be
provided by these sensors, however it may be possible to generate range estimates
for certain engagement conditions, if the sensor offers sufficient pointing accu-
racy and resolution.

- Midcourse guidance is always based on an INU on board the missile. This leads to
the requirement to transfer target designation data from the launch vehicle to the
missile and to initialize the missile INU properly. Therefore the angular orien-
tation of the Inertial Measurement Unit (IMU) of the missile with respect to the
refererce system of the launch vehicle must be Kknown or determined by a process
called alignment.

In case of ground based systems, where the missiles are stored in fixed contai-
ners, it is possible to complete this alignment process at any time after missile
installation and to store the transformation matrices within the INU. The alignment
process may be more complicated in cases where the missile is launched from a
moving vehicle 1like an aircraft or ship. Vehicles are normally subjected to
structural deformations caused by maneuver loads and environmental effects and
therefore it may be necessary to execute : ‘ast "dynamic” alignment immediately
before missile launch.

The accuracy which can be obtained as a result of the alignment process for a
given time depends heavily on the motion of the vehicle - which influences the
observability of the misalignment angles - ,the vibration levels and the quality of
the inertial sensors. The alignment method is therefore closely related to the

overall performance requirements (e.g. missile reaction time) and to the total
error budget of the INU.

- The necessity of data links between the target detection and tracking device and
the missile depends on the duration of midcourse guidance and the agility of the
target. For short guidance times or stationary targets it is possible to rely on
pure inertial guidance which is fully compatible with the operational requirement
for "fire and forget". In case of stationary targets and longer midcourse guidance
phases (in the order of a minute) it can be advantageous and cost-effective to up-
date the INU by position data obtained by independent sensors. This may be a GPS
(Global Positioning System) receiver which allows frequent and accurate position
fixes or an imaging sensor, which determines the deviation of landmarks from their
INU computed location by passive (preferably) or active means.
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For agile targets and longer midcourse guidance phases it is inevitable to up-
date the target position in order to guide the missile into a reasonable acquisi-
tion basket for terminal homing. This requires a data link between the missile and
the target tracker. The moderate update rate requirements (in the order of 1 Hz or
Jess) allow still the engagement of multiple targets. If a data 1ink exists, it can
also be used to aid the missile INU and to remove residual alignment errors. How=
ever, it should be observed that in this case the guidance system is no longer com=
pletely autonomous.

The typical flight phases of the missile are shown in Fig. 1.2. The missile can be
launched after proper aiignment and initialisation. The launch phase is finished when a
safe separation from the launch vehicle is achieved and the guidance commands can be
applied. The major optimization criteria for the midcourse guidance laws aim at favour=-
able conditions for seeker lock-on (handover) and terminal guidance (zero effort miss).
Finally small missdistance and high lethality are the performance criteria to be met by
the terminal guidance system.

el
TARGET/
MISSILE
UPDATE
LAUNCH MIDCOURSE HOMING
PHASE PHASE PHASE
Y Y
ALIGNMENT, | |SEPARATION, HANDOVER, MISSDISTANCE,
INITIALI- GUIDANCE SEEKER FUZING PARAMETERS,
ZATION UNLOCK LOCK-ON LETHALITY

Fig. 1.2 Typical Missile Flight Phases and optimization Criteria

2. MIDCOURSE GUIDANCE TECHNIQUES
2,1 General Requirements

As indicated in Fig. 1.2 the general objective for the midcourse guidance phase is
to optimize the hand-over conditions for the seeker guided terminal phase. These are
strongly influenced by the operational scenario and the seeker design, i.e. as an example
they will be much different for an anti-radiation missile, for a radar-guidnd anti-sea-
skimmer missile ore an IR-guided short-range air-to-air-missile. However, in practice the
desired handover conditions are degraded by two error groups which can be summarized as
follows:

Navigation dependent errors.

In general, the navigation errors are under the responsibility and the control of
the missile guidance system design authority. They include attitude, valocity and
position errors. Attitude and position errors have an impact on the seeker
field-of-view (FOV) requirements during acquisition. In case of radar seekers velo-
city errors contribute to errors of the expected Doppler frequency and may increase
acquisition time as the consequence. These errors should not contribute in a signi-
ficant way to the line-of-sight error due to the target uncertainty in position and
velocity.

scenario dependent errors.

These errors are usually specified parameters for the missile designer. They in-
clude errors of the fire control or targyet designation system and the target maneu-
ver uncertainty. They depend also on the availability of a data 1link from the
launch vehicle to the missile.

The effects of these errors can be judged by two criteria which are of major importance
for the design of the guidance system.

The ggeker error angle as shown in a simple sketch in Fig. 2.1 is a measure of the
required seeker FOV at lock-on. It depends obviously not only on the missile atti=
tude error 4% but additionally on the cross-range position error and the seeker
acquisition range R, which is strongly influenced by the scenario.
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Fig. 2.1 Definition of Seeker Error Angle

Z2ero-effort-migs is an indicator of the overall performance of the midcourse gui-
dance system and a measure for the terminal maneuver requirements, necessary to
reduce miss-distance down to acceptable levels for the endgame. Zero-effort-miss is
defined as the miss-distance which must be expected when target and missile
continue their flight path after lock-on without any maneuver. Following the defi-
nitions of Fig. 2.2 zero-effort-miss is defined by

|Bypl® .
|Bzew! = Ty ' (2.1)
ZEM yr

where the relative velocity is given by

Yy = Yo = ¥y (2.2)
and the lLoS-rate by

* BMT ¥ yr

ST (2.3)

Byt TARGET

Fig. 2.2 Missile-Target Relative Geometry

2.2 Guidance oOptions and Principles
2.2.1 Basic options

A number of guidance options are available dependent on the information suppiied
prelaunch or after launch. These options may be categorized in the following groupings:

- Pure inertial guidance.

The target information is only supplied up to the instant of missile launch and no
data link exists during the remainder of the flight., This approach meets the "fire
and forget! roequirement. However, it is only applicabla for stationary targets or
short flight times in case of maneuvering targets.
The latter case puts also challenging requirements on the secker desiqn as the
tariet uncertainty can only be overcome by large fields-of-view (FOV), long acqui-
+ gition ranges and short acquisition times. On tha other hand, if the turget uncort-
ainty becomes the dominant error it may be possible to get away with tairly simple
in-flight alignment procedures (see gSection 3) and possibly low grade inertial son-
sors.
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- Updated inertial quidance.

The midcourse guidance system is updated in reqular intervals with respect to the
target state, i.e. target position, velocity or even acceleration. Therefore the
target uncertainty is limited to much lower values which obviously depend on the
update rate and the measurement accuracy of the target tracking system. On the
other hand this is no longer a "fire and forget" approach as an ongoing tracking of
(:aultiple) targets and a data 1ink is necessary. A medium to high grade inertial
sensor package and proper in-flight alignment is required in order to match the
reduced level of target uncertainty.

= Aidcd inertial guidance.

In addition to the target state the data 1ink provides information on the actual
nmissile position, i.e. the radar has to track the target and the own missile simul-
taneously which leads to a further increase of the tracking system load. However,
this method offers a number of advantages which may be quite attractive from an
overall systems point of view.

Firstly, the need for an accurate prefiight alignment of the missile INU can be
abandoned. As the target and the missile are tracked by the same system, it is pos-
gsible to estimate and to remove the initial alignment error successfully as will be
shown later (Section 2.2.5). This can lead to significant reductions in reaction
time.

secondly, a continuous update of target position allows the use of medium grade
inertial sensors as the guidance systenm relies on inertial guidance only during the
relatively short update intervals on inertial guidance.

Thirdly, as the target and the own missile position are well known, it may be
possible to reduce the seeker+ requirements with respect to FOV and acquisition
range. This can be crucial for an employment of the system in adverse conditions.

2.2.2 Elements of Midcourse Guidance

A general block diagram of an overall missile guidance system including midcourse
guidance functions is shown in Fig. 2.3. The lower part of the block diagram shows the
basic functions of seeker guided missiles. There is a large variety of practical realiza-
tions ' ranging from infra-red nmissiles to radar missiles with passive and active seekers
which shall not be addressed in this paper. As a common aspect of all these designs, the
midcourse guidance system leads to a significant extension of the operational
capabilities of the missile in situations where the seeker is not able to acquire or to
track a target. It is therefore quite evident, that the INU has to fit into the overall
guidance concept and to provide predicted guidance information when no seeker track is
available. In this function the INU provides the necessary inputs to guide the missile as
well as the seeker control demands.
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oaa | j, TARGET FLTER I
uNk_ L L. -] PREDICTION |
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Fig. 2.3 General Guidance system Block Diagram
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There are three major functional blocks within the missile INU (Fig. 2.3) which can
be characterized as the Target Prediction Block, the Inertial Navigation Block and the
Inertial Measurement Unit (IMU).

The guidance laws used during the midcourse phase are specially designed for each
application. For example in one case it may be required to apply an altitude hold mode in
the vertical plane and pursuit guidance in the horizontal plane. In others it may be
desirable to carry out a pop-up maneuver in the vertical plane or to use an optimal
guidance law in both steering axes.

In the following sections the basic elements which provide the necessary informa-
tion for midcoursa guidance will be discussed and no attempt will be made to review the
broad variety of possible guidance laws (e.g. /8/) . These basic elements considered to be
essential for midcourse guidance are the information about

- the own attitude, acceleration, velocity and position
- the predicted target acceleration, velocity and position.

Based on that information it is straightforward to derive range, range-rate
(closing velocity), sightline spin and Los-direction with respect to the missile (i.e.
the seeker look angle demands).

In general it shall be assumed that the target tracking system is able to provide
at least up to the instant of launch the following information with respect to a refe-
rence frame:

- LOS direction in space
- 10S rate

- Range and range rate

- Target acceleration.

In most airborne, shipborne or ground-based tactical air-defense systems the
target is detected and allocated with respect to a tangent frame, which is defined as an
earth-fixed frame, aligned with a geographic frame at a fixed location on the earth,
usually the missile launch point (/9/). The geographic frame is aligned with the north,
east and down directions.

The problems of target tracking which are closely related to target prediction and
state estimation have been discussed extensively in the literature (e.g. /10/ to /13/).
Tt should be noted that it is not always possible to generate the complete set of infor-
mation; e.g. if the target tracking system does not provide range data, there is no way
to predict target range during midcourse. In cases where the information provided by the
tracking system is incomplete, it is necessary to replace the missing data by reasonable
assumptions. This, however, can lead to a significant degradation of the target predic-
tion accuracy after launch. The target tracking system is therefore an important and
limiting factor of midcourse guidance.

2.2.3 Target Prediction

In general target track data are provided in spherical coordinates (see Fig. 2.4},
ji.e. the LOS-frame (l). These data can be processed for target prediction in two differ-
ent ways

- The range data and derivatives (R, R, R) and the sightline spin data and derivati-
ves (q' e Qe T r ) can be converted to equivalent data in the rectangular
tangent trame!' Thd tli&ht path is then predicted in the tangent frame. This may
offer the opportunity to make better use of some known a-priori information on the
target characteristics. x, INORTH)

TARGEY
Los

re.fa

Fig. 2.4 Definition of Tracking Parameters
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- Target prediction is continued in the l0S-system, where the motion of the missile
after launch is taken into account.

The target prediction algorithm is highly nonlinear in both cases and must be initialized
before missile launch. It may be updated via the data link. The algorithm itself depends
on the type of target (e.g. alrcraft, missile, ship, tank) and has to be adapted in
accordance with the data available from the fire control systen.

The problem is illustrated in Fig. 2.5 where an estimated target position at time
t = t (launch) has to be predicted for t = t .. This can be achieved by extrapolating a
kinematic model of the target. For example, the kinematic equations can be formulated
with respect to a path-fixed frame (superscript k)

*k k k 3
i7 + Wi * Yp = a7 (2.4)
where the target acceleration is modeled as a first order stochastic process with known
variance X
d
diT'ﬂré);*‘-'T (2.5)

The target velocity vector is then transformed to a reference frame t

t t K

!T - gk !T (2.6)
and position is determined by integration
tk :
RS = J[ Vb at + By () (2.7)
ty
NON-MANEUVERING
TARGET
UNCERTAINTY
AT t=t,
TARGET
UNCERTAINTY
AT LAUNCH MANEUVER
UNCERTAINTY
t=t,
Fig. 2.5 Uncertainties of Target Prediction
The following definitions are used in Egs. (2.4 to 2.6)
vk-(v 0, 0) (2.8)
_T TI ’ .
Wk = (s X, P, e X) (2.9)
....ik t lrl r . .
. cr cxz -sx: 'f Sy
Qx - cr sx: cxi sr sx (2.10)
-S : 0 c
r - T

with s_ = sin"‘, cr = Ccos r etc.

Ly

Eqs. (2.4) to (2.7) can be combined to a nonlinear, time-variant Sth-order state
equation, which can be used to predict the target position. As the missile position R
and velocity V_ is known from the navigation calculations, it is possible to deternind
the relative geoﬁetry and the necessary guidance and seeker pointing demands.
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The LOS rate is given in the tangent frame by
wt

W s™ (B,";T x !,t,T)/IE:TI' (2.11)

where the LOS and relative velocity are defined by

t t .t

Byr = Br = By (2.12)
and

t t Lt

Yypr = Yp - Yy - (2.13)

The direction cosine-matrix (DCM) Cc*, computed by the .navigation algorithms (Section
.2.2.4) 1is then used to transform the LOS-unity vector RHT and the LOS-rate to missile
body axes (superscript s)

s s t
wis = Se¥rs (2.14)
érs«'r = 9: B;r (2.15)

where they are required to determine the guidance demands. The look angle demands of the
seeker can be calculated from the LOS unity vector

- 1
s s
Byr = < [g] ’ (2.16)

where Q: i{s defined as the LOS to missile body DCM (see Eq. 2.27).
The cartesian look angles are obtained from

Xy = sin " ‘é:'r,z) (2.17)
\, = tan”' (’i:'r,y/‘;':'r,;:’ (2.18)

Alternatively it may be appropriate to predict the relative geometry directly, due
to the fact that target measurements are usually provided in relative LOS-coordinates. To
predict the line-of-sight (see Fig. 2.2) we use the 2nd derivative of the LOS-vector

2 2.19)
a_ U . a (
96 Bur|i = 272y = avr Burjy * @0 X Ber * 28 ¥ aE Ryp[1) * 241 ¥ (&) X Byp)

where |i denotes the derivative with respect to the inertial frame and |1 with respect to
the LOS-frame, the missile acceleration, and W = (p‘l, q ., t'l) defines the

a
angular rate vectdr of the 1OS with respect to the LoS-ftame.

If Eq. (2.19) is resolved into its components with respect to the pointing systen,
we obtain with RHT - (RHT' 0, 0)

e 1 1 2 2

Ryp o 37y = 24x * Ry (951 * Ti1)

. 1,1 1 .

U1 = Ry (ag, = 2y + 295) Ryp) * Py Ty (2.20)

J D WP U R -
i1 " R (apy = 3y T 2741 Ryp) = Py 9

Eq. (2.20) and the target model (2.5) can be combined to form a nonlinear, time-variant
state equation

- a%x ] E ] 1
a%y .o H ] ']
b .
ary pOR————— I P
ng Rep | = | 0 0 o : 0 1 0 0 X+ o (2.21)
Ryer 1 0 o (g Zerl) o 0 0 -ad’x
: 1
91 °© 0 -UYRp: O °© -%/tg Py 22/ e
: _ _ _1
v ] [0 vAe o o0 °© Py "%/t | "2y’ Rur |
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In the state equation (2.21) the following definition is used for the time-to-go

Ryt
e = (2.22)
5o~ Ky ‘

" and the LOS-roll rate Ps) is obtajined from

1 l, s 1l
W) " S Wis tWs) (2.23)
where
s
Wig " (Pis' Qg ris) (2.24)

is the measured angular rate of the missile and ., is the relative rotation rate of the
10S with respect to the missile, given by

22 Nyr S1y N ) (2.25)

. .
Wy = (=5, A

From Egs. (2.23) through (2.25) we obtain

1
Piy = &~ (Pig S12 * Jis 51z T Ti1 S1y) (2.26)
ly
with syy = sin ( Xy), ¢y = oS !Xy) etc.
The transformation matrix
€1z Sy P Sy %1z } "Siy
g; = =Sy, : c1z H 1] (2.27)
Sy €y, sly s;z P Oy
which is also required to transform the measured missile acceleration
1 1l _s
ag = Cg ag (2.28)
must be initialized properly at missile launch. g; can be updated by directly
integrating the look angle rates
Ayt = J[(qn *+ Pyg Sy; - 9is C1z) Gt A, (£50)
(2.29)

(L. =P:. Cy. Sa.,"= 9GSy, Sy, ~ ISy,)
N, et BJ[ 17Pis ©1z f1y'” F1z f1y T Ty 4 N (reo)

Cly

which can also be considered as an augmentation of the state vector of Eq. (2.21). Egs.
(2.21), (2.26), (2.28), and (2.29) form a highly nonlinear set of 9 state equations

X(t) = A(x(t).t)

which can be used to predict all relevant guidance parameters.

2.2.4 Inertial Navigation

The missile navigates with respect to a tangent frame which is an earth-fixed frame
with its origin typically at the missile launch point. By definition it rotates with an
angular rate identical to the =arth rate with respect to inertial axes. In contrast to
the local geographic frame used in many applications of terrestrial navigation, the an-
gular rate resulting from vehicle motion is not involved in the navigation algorithms.
The x-axis of the tangent frame may be north oriented, but other orientations given by
the target system (e.g. towards the 10S) may be possible as well.

A block diagram of the navigation system is shown in Fig. 2.6. The specific force
vector in coordinates of the tangent frame (/9/) is given by

t !

- S:E -g (2.30)
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vhere G ia the gravity acceleration at the missile position, resolved in tangent frame

axes and r is the missile position vector with respect to an earth-centered, inertial
frame. The velocity with respect to the tangent frame can be defined as .

vt Lctie (2.31)

The specific force vector can then be expressed as

-yt e2nf, xF -9 (2.32)

wvhere n: is the skew-symmetric rotation matrix (L = geographic latitude at origin of
tangent 'plane, W, = angular rate of the earth)

0 . Wia sin L, . [
0 3 Wy, cos L, ¢ (o]
and
gt =gt - QE ﬂie nie xi (2.34)

which combines the effects of gravity and centrifugal acceleration. (Eq. 2.34) depends
only on the actual location of the missile and can be simplified for a homogenous,
spherical earth and a north-oriented tangent frame to

g rl -aL
t o E -
3 (rgp + )" 81 cos L, (2.35)
1

It should be noted that the direction of the gravity vector changes in
t-coordinates during flight and A& L, al are the (small) changes in terrestrial latitude
and longitude respectively.
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Fig. 2.6 Strapdown Navigation in Tangent-Frame Coordinates

The most important _ issue in strapdown navigation is the determination of the
transformation matrix g'. which converts the acceleration measurenents from sensor axes
(s) to the tangent frame® Different methods have been investigated with respect to
nuperical efficiency and accuracy wvhen strapdown navigation became a feasible technology
(e.g. 714/, /15/, /16/, /17/). As a standard method the quaternion updating algorithm
shall be summarized briefly.

A quaternion is defined as a scalar q and a vector with orthogonal components
Q=q,+qdi+qrak » (2.36)
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The elements of the quaternion are initialized with the Euler angles wl, .9 at launch
ha 18 o Yo 1% ou
q, = cos 3 cos 3 cos 3 + sin 3 sin 2 sin 5
pa 0 T ha¥ Oy o
q, = cos 3 cos 3 sin 5 sin 3 sin 3 cos 3 (2.37)
Yo 1% o Yo 1Y Qv
q, = cos 3 sin 3 cos 3 + sin 3 cos 3 sin >
q, = sin‘;; cos%- cos?f-- cos;v-—" sin%L- singL
and updated during flight based on the quaternion differential equation
q, -9, -9, "9,
. q q -q q
q = ! = % ° 3 2 &gt: (2.38)
q, ; 9, "9,
q, 9, 9, 9,

where 9: = (p., 9., r, )is the body rate vector in sensor axes with respect to the
tangent "“frame’* ~* ' N

In cases where the rotation rate of the tangent frame must be taken into account

Wes =V4s " ¥ie

Fq. (2.38) can be modified to

-q, -4, -4, a, 4, g,

. q -q q q q q

q=% ° 3 2 —iss_% ° 3 2 ‘Big (2.39)
a, a, -9, -q, 4, a,
-a, 4, 49, @, 1, 49,

where 'i"zt is a constant vector for a given launch latitude L,

w &f. - “"lo cos LO' 0, -NL. sin Lo) (2.40)

As strapdown inertial systems are implemented in discrete time, it is necessary to
develop discrete time versions of Eq. (2.39). For this purpose, it is a common approach
to expand the quaternions and the measured angular increments into power series (Taylor's

series)
. T,u T’”.
T ° G *Toqh* 3 t*te Ikt (2.41)
2 3
T hd T
e TPt Pty P toeeo (2.42)

where T denotes the integration step size between the sampling intervals k and k+l, and

¢ ., the angular increment in roll. Similar equations as Eq. (2.42) hold for the angu-

148t increments in pitch ¢ ,and yaw ¢ .. A third order discrete time algorithm for

the quaternions can be de¥lived from E&é.‘ (2.41) and (2.42) which is only based on the

angular increments. The first element of the quaternion can then be expressed as (e.g. ‘
/18/)
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qo,hl = qo,t(l - % os,lﬂ)

(O x kel - ¢ g, kel @ LI @ y, kel ¢ 2.k - @ 2, kol ¢ 1‘5)
2 48 24

2
(¢ y ket _ @ s, ke @ ket _ @ 2 kel ¢ nk ® x, kel @ 2,k )
2 48 24

[

2
¢ ¢ ¢ ¢ ¢ -9 ¢
- 2, kel - s, ke z, ket - x, ke A P A x
q o ( ) (2.43)

2 48 24

with the sum of the squared angular increments

¢ = ¢! +o

s, ket %, kY

2

v, ke + ¢x,k01 °

similar expressions as Eq. (2.43) are obtained for q,, 4 and q,. It should be noted that
the application of Eqg. (2.42) (which is based on qu 2.45) as Well as the direct trans-
formation of the measured acceleration to the navigation frame is limited in a strict
sense to situations, where both the acceleration vector and the rotation vector retain
their direction in space during an integration interval. Especially in the case of non-
rigid, vibrating vehicles this will not be really true. On the other hand, the navigation
accuracy requirements of tactical missiles are much less demanding than those of high
precision navigation systems and, in addition, today's advanced signal processor systems
allow high iteration rates. Nevertheless, the algorithm drift induced by computational
simplifications must be checked carefully and assessed properly within the overall error
budget. This may require certain algorithm refinements.

The relationship between the quaternion elements and the direction cosine matrix is given
by

)
) (2.44)

2 (q,9,-49,95)

2

! 2(a;9,-49
2 2 2
q,-4a,*+4q, "9, : 2 (q,9,-4
|
]

oqz
q

° 1

]
N
e
e}
~
~
] +
i
©
£Qa
Yo

2 2 H 2
2 (q,9,79,9, ql-aqy-4q;*9;

The actual Euler angles can then be extracted form the g:-DCM as

t

w = tan -1 ct,Z_I_ = 2(q \q 2+q oq 3)
t 2, 2 . 2__2
Can q,t9,79,79,
-1 t
e = -sin C"31 = 2 (qoqz-qsqi) (2.45)

t
o = tan " Con _ 2(q,9,49 9,)
ot 2 22,2
.33 q,79,79,%9,

In the practical application of the quaternion update algorithm, orthogonality and norma-
1ization errors appear in the ¢ -DCM and the quaternions. They are usually corrected in
regular intervals using the * equations

comc+icac o (2.46)

which removes the orthonormalization errors from the DCM, and

Q. =+ %a-0h (2.47)

[~

which removes the quaternion normalization error |aQ| using

Q" =q,-ad-a,-a,k
and
QQ'-q:+q:+q:+-q§.~1+2|AQ| .

B
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Referring to Fig. 2.6 it can be summarized that the navigation calculations can be per—
formed through the following steps:

1. The direction cosine patrix from the sensor (s)-frame to the tangent frame is
computed using the body fixed angular rate peasurements provided in the
(s)-frame. If required, these may be compensated by the earth-rate components
(in some practical applications these are not important).

2. The specific force measurements, carried out in the sensor-frame, are trans-
formed to the tangent frame via the g:-DCH

3. The gravity contributions (Eq. (2.34)) to the specific force measurements (Eq.
2.32) are removed.

4. The Coriolis accelerations (see Eq. 2.32)) due to the rotating t-frame are com=
pensated, if necessary. The typical contribution is about 10 =g.

5. Velocity and position are obtained by integration. For this purpose a standard
trapezoidal integration technique can be used. The »altitude*-channel may be
supported by some independent, external altitude information.

6. The Euler angles are extracted from the Q'-DCH, if they are required for gui-
dance purposes. . *

2.2.5 Afded Inertial Navigation

This is a technique widely used in long-range navigation. The inherent disadvantage
of inertial navigation, the continuously and accelerated growth of the navigation error,
is removed by independent position measurements. This requires of course additional hard-
ware (e.g. radar altimeters, GPS recelvers) and may lead to a system vhich is no longer
fully passive or autonomous. .

For tactical missiles aided inertial navigation may be of interest for mainly two
reasons:

- 7o compensate initialization errors
- To imprcve the accuracy of the terminal flight phase

As the additional hardware expenses should be pinimized, there are only a limited
number of possibilities to obtain independent position information. These include the use
of

- the tracking radar of the launch vehicle, which may be able to track the target
and the own missile simultaneously

- the missile seeker, which may be able to detect and to localize certain terrain
features or man made objects

- GPS receivers, which can provide accurate position and altitude information
(typically 1-0 values of 5 to 7.5 m for P-Code and 10 to 17 m for C/A-Code) .

A block diagram of the basic principle is shown in Fig. 2.7. The position deter-
mined by the navigation algorithm is compared with the measured position. The position
error is then used to estimate the significant error sources and to correct them in the
navigation algorithm.

MISSLE [, rrmiaL STRAPDOWN
MOTION . | 5 ASUREMENT|—D{NAVIGATION
uNIT ALGORTHM
ERROR
OMPENSATION ESTIMATOR

Fig. 2.7 Block Diagram of Aided Inertial Navigation

As an example, the initial misalignment of the navigation frame shall be estimated
(see also Section 3). The constant misalignment angles lead to equivalent acceleration
errors in the navigation frame. It we define the erroneous E‘-DCH as

Tt - [x+ec") [ (2.48)
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with
o -5, <,
act - je, o -€
'Ey ex 0

then we obtain the following acceleration error in the t-frame

A&t-tgtgzas-bgtgt-./_\_.t_ﬁ_
where
t t
[+] a, -ay € x
t t t -
A “2z 0 2x - & Ey
t t
l ay -a, 0 €2

The position error is given by
4 ét = A!F

and for constant misalignment angles we can vrite

(2.49)

(2.50)

(2.51)

(2.52)

€=0
Eqs. (2.49) to (2.51) can be rearranged and combined to the navigation error state
equation
e I 9
- |a o AY| x=2ax
LQ g 9
aR® | -
t
with x = AV
3
L

The measurement equation in case of position measurements is defined by

= (I 0 0] X+ ¥y

(2.53)

Egs. {2.52) and (2.53) can then be converted to a discrete time formulation and
processed by Kalman filtering techniques (see also Section 3.3). The state vector of the
navigation error can also be augmented to include other error sources such as accelero-

meter scale factor and bias errors.

Fig. 2.8. shows as an example a result which has been obtained for three identical

alignment errxors of € = € = €

= 20 mrad and a situation where the missile was tracked

by the own radar of the launtch vehicle with an update rate of 2 Hz. The accuracy of the
tracking radar was assumed to be 1 mrad (1 o) in azimuth and elevation and 10 m in range

(1 0).

The upper curve shows the rapid growth of the navigation error without aiding. The
error reaches a magnitude of about 300 m after a flight time of 12 sec. with aiding
(lower curve) the position error is drastically reduced and never exceeds a value of

about 35 m. o ©
E3
£-3 (-3
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Fig. 2.8 pPosition Aiding Used to Eatimate Initial Alignment Errors
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2.2.6 Inertial Sensors

‘. The requirements imposed on inertial measurement units of tactical mnissiles are

characterized by very strong demands on mass, volume and cost and, in general, by mode-
rate demands with respect to accuracy.

Table 2.1 and Table 2.2 give an overview on what may be considered as typical accu-

racy classes of angular rate sensors and accelerometers for tactical missile applica-
tions. :

Accuracy Classes
Error Source (1 o) Low Medium High
Fixed Bias (°/h) 100 20 2
g-dependent Drift (°/h/q) 60 15 -
g! -dependent Drift (°/h/g’) 2 0.2 -
Scale factor (%) - 1 0.2 0.01
Input Axis Misalignment (mrad) 5 2 0.5

Table 2.1 Accuracy Classes of Angular Rate Sensors

Accuracy Classes
Error Source (1 0) Low Medium High
Bias (mg) 50 10 2
Scale factor (%) b 0.3 0.1
Input Axis Misalignment (mrad) s 2 0.5 ‘

Table 2.2 Accuracy Classes of Accelerometers

These accuracy classes are generally not related to specific sensor technologies
with the exception of the "high accuracy" angular rate sensors. This sensor class does
not show any g-dependent drift terms and is therefore related to the laser gyro techno-
logy.

Despite of the general technical move towards solid-state, optical rate sensors
(Ring Laser Gyros, Fiber Optic Gyros, Integrated Optics Gyros) there is still a large
variety of "mechanical®™, competitive sensors on the market, which also took significant
advantage of the progress in digital microelectronics.

As a result, today's sensor technologies offer highly integrated measurement units
within the mass and volume constraints of typically 1 kg and 1 1ltr including electronics.
The performance data of these sensor packages are only partly determined by the require-
ments of midcourse guidance. Other important requirements may result from autopilot
design, seeker stabilisation ("strapdown"-seeker) and seeker signal processing.

3. ALIGNMENT TECHNIQUES
3.1 Definition of the Alignment Problem

The target designation data i.e. 10OS, range etc. are measured with respect to a
master reference system (index: m), which is located within the launch vehicle. Similarly
the data required to initialize the INU of the missile are available with respect to the
same reference system. It is therefore necessary to transfer these data from the launch
vehicle to the missile INU via a transformation matrix ¢*, where s designates the
sensor frame of the missile. The transformation matrix ¢® ® can be split up into a

goménal, predetermined (fixed) part g: and an unknown = (time-varying) part g:, which
eads to

- 8 r

gm - gr . gm (3.1)

The transformation matrix C® is determined by the misalignment angles ¢ , € which

€
are usually small (see Table 3.1). Based on this assumption, the transformation ‘matrix
can be defined as
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1 E£,(8)  -E(Y)
= | g0 1 E(Y) (3.2)
£ (0) € (1) 1
where ei(t) = aio + Eiv(t) , i=x,v9v, 2 (3.3)

The static or quasi-static misalignment angles €, are typically caused by structural and
mounting tolerances. However long-term- and eRvironmental effects such as structural
aging and terperature differences, especially for large structures, e.g. ships, may

result in additional errors.

on top of the static nisalignment angles we find structural distortions and
oscillations caused by maneuver loads and loads created by gusts or waves. A summary of
typical values for the misalignmet angles of missile stations (including g-loads) is
shown in Table 3.1.

Vehicle MSI Station | Azimuth | Elevation Roll

Aircraft Fuselage 5 mrad 5 mrad 3 mrad
wing 10 mrad 20 mrad 50 mrad

Ship - 10 mrad 10 mrad 5 mrad

Table 3.1 Typical values (1 o) for the Misalignment Angles
at Different Missile Stations

The structural oscillations &  (t) are ranging from fairly low frequencies of
0.1 ... 0.3 Hz and amplitudes of 10 nrad for ships up to 8 ... 10 Hz and amplitudes of
5/10 mrad (azimuth/elevation) for the wing stations of aircraft. These structural oscil-
jations show usually small damping ratios of about 0.03 ... 0.08, The mean values of
e'(t) are assumed to be zero. If the fundamental flexure modes of the vehicle are known,
théy can be modelled as a periodic random variable (/19/) .

The misalignment angles can have significant effect on the performance and the de-
sign of the midcourse guidance system. The guidance system of the missile may be able to
tolerate the misalignment angles in some cases, however, in other cases it may be nece-
ssary to spend considerable effort to obtain best estimates of the error angles by
dynamic alignment techniques.-’

It should be noted that on top of the misalignment angles gquoted for each missile
station there are additional misalignment angles of each instrument (gyro or accelero-
meter) with respect to the nominal sensor frame. However, these nisalignment angles are
normally compensated as a part of the IMU calibration process down to values which are
significantly smaller than the error angles of missile stations. They are therefore
ignored in the remainder of this paper.

3.2 "One ot"- ment

This is the simplest method which can only be used, if the missile guidance system
is fairly tolerant with respect to alignment errors or if aiding techniques similar to
those described in Section 2.2.5 are used. 1In this case the misalignment angles are
usually determined by ground measurements and flight tests on a test aircraft. The flight
tests give the opportunity to measure the misalignment angles as a function of the flight

conditions, such as the instantanecus ajircraft maneuver factor or the actual loading
situation.

The transformation matrix C® is then stored in the fire control system for each
missile station as a function of tHe flight condition and is used at launch without any
further correction. It is therefore obvious that this method is only able to compensate
the most significant and stable errors. Alternative methods use inertial ' measurement
matching between the airborne or shipborne master reference and the missile INU and are

far more accurate than the "one shot” method. They will briefly be discussed in the
following sections.







3.3 Dynamic Alianment on a Moving Base

The alignment between the master INU onboard the launch vehicle and the missile INU
can be achieved by comparing directly the measurements of the inertial sensors (i.e.
angular rates and/or linear accelerations) or by comparing the computed estimates of
attitude, velocity and position. The comparison of the data derived at each location
i;;g; t? g?? possibility to deduce the relative orientation of the two reference frames
T S .

This method of aligrment is generally able to provide accurate results, however, a
couple of important points must be observed:

- Dynamic alignment depends on the existence and the type of motion of the launch
vehicle. In special cases the misalignment angles may be not or only poorly ob=
servable. A low level of motion generally increases the time required to estimate
the misalignment angles with reasonable accuracy. To enhance the observability it
may be useful to carry out special maneuvers (/22/).

- The comparison of noisy measurements needs time tc¢ allow for some kind of £il-
tering. It is therefore obvious that the alignment process cannot be initiated when
the fire command is applied. This would lead to unacceptable launch delays.

- The separation of the master and the missile IMU requires kinematic corrections,

the so-called "lever-arm-corrections". It is therefore necessary to know the rela-
tive positions of the IMU's exactly. The general equation of the lever arm cor-
rection is

&ns t Wy X Eps T Yip % (Lyp % Ens) (S

where a is the computed acceleration at the location of the slave system based on
the meacfired acceleration a of the master IMU, L is the position vector of the
missile IMU with respect to "the master IMU and w Ts the measured angular rate of
the master IMU (see Fig. 3.1). "

- The accuracy of the alignment process will not only be limited by the noise and
vibration levels but additionally by {nstrument errors. Especially bias, scale
factor and cross-coupling errors can play an impertant role. If the instrument
errors of the missile IMU are significantly larger than those of the reference
system, which is usually the case, it is possible to include the error models of
the instruments in the estimation process. In this case the filter formulation not
only provides estimates of the misalignment angles, but additionally estimates of
the errors of the missile IMU. These can then be used for a re-calibration of these
instruments (/20/).

- Timing differences betwcen the data delivered by the master and the missile IMU can
lead to significant errors (/23/). To allow a proper comparison of the measurements
generatd by the two IMU's they must be taken at the same instant, This is not
trivial as both IMU's are normally not designed to operate together and work with
independent clocks. In order to get a proper synchronization of the measurements it
may be necessary to apply interpolation schemes.

In practice dynamic alignment may use quite different algorithms with respect to type and
complexity. The basic methods which can be found in many applications are Least-Squares
(Ls)-Estimation and Kalman-Filter (KF)-Estimation techniques. The following sections are
intended to give a quick overview.

MASTER
IMU

MISSILE
(SLAVE)
MY
1,

3.3,1 State Vector Representations of the Alignment Process

Wh

The data basically available for the alignment process are angular rate and acceleration
measured with respect to the master and tha slave or missile sensor axis system. The
differences between both measurements are compared in the common reference system.
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Eixed misalianment angles
| The requirement for angular rate matching is given by

Cufa - Sawis "Win = Sa¥is " 2 (3.5)

Eq. (3.2) can bhe written as

o -f, &
cTmp4agp=1+ |E, O -€, (3.6)
—Ey Ex 0

After combining Egs. (3.5), (3.6) and re-arranging terms we obtain

s r s :
8Wgn =Wig “Yyn © Ojq & (3.7
with E = (ex, Ey' Ez) and (see also Eq. 2.24)
0 “Tis g
8
Oig = | Tis 0 “Pig (3.8)
“9s Pig ° ’

similarly we obtain for acceleration matching

chah, v S; 25~ 2 (3.9)
where a . is given by Eq. (3.4). using Eq. (3.6) we can write
8 gy = 25 -2, =AGE (3.10)
with g: = (85, °sy' asz) and
0 -ag, agy
8
A s " ag, 0 -a_, (3.11)
-8gy agy )

Egs. (3.7) and (3.11) can be combined for simultaneous angular rate and acceleration

matching
) g’
— | L] £ (3.12)
Aﬁu Al -

To darive the stata vector equation of the time-varying alignment error € we take the DCM
Q: - g; <q (3.13)
as a starting point. Aftaer dirferentiating Q: and using the basic relationship

gl ~clal, (3.14)
we obtain for the relative angular rate matrix

s s s r T
Bng = Ois = Sr Oin S5

(3.15)

It can be shown atter differentiation of Eq. (3.1) that

B2s “Ons
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gxpansion of Eq. (3.15) in connection with Eq. (3.6) yields

8 8 r r r 8 I 8 .r r
0pg = 04g = Oyp ~ Ojn 8Cs =88, Oyp -aC, DypdS, (3.16)
N prormmm—nct

Ngher order term is neglected

Eq. (3.16) can be resolved with respect to the individual matrix elements, and after a
re-arrangement with respect to the alignment error we obtain

€= -0l k * 4%, (3.17)

The alignment error £ can be observed via the acceleration error (Eq. 3.10).

In general the quality of the master IMU will be significantly superior to the nis-
sile IMU. Therefore the accuracy of the alignment may be degraded due to bias and scale
factor of the missile IMU errors. The alignment process can be improved by taking these
errors into account. On the other hand the scale factor and bias error estimates can be
used to calibrate the missile IMU immediately before ljaunch, which in turn leads to
improved navigation accuracy during midcourse guidance.

The "true" angular roll rate of the missile IMU may be defined as

Pig = Pig ~ ASp Pig ~ Bp . (3.18)
where P is the measured roll rate and 4S _, B are_ the relevant scale factor and bias
errors. fﬁe errors are assumed to be constanf, 4Pa. 84S = 0 and B_= 0. similar equations

can be defined for the pitch and yaw rates. These eduations carf be used to augment the
state vector which leads to the following matrix differential

T ] [ i -pyg O o + -1 0 0 W [
€ gi, + 0 =-qy O t 0 1 0 £
HE ] 0 “Tyg : 0 0 -1
s | = "i“-; -------- o ------- 0 a8 | + Bawy (3.19)
) e o T | | 2]
with
I
B= :E: and  89snm -é?.s - Qim
0

The method can also be extended to deal with acceleration dependent drift parameters as a
separate error source.

velocity/Position Matching

Instead of using the data provided directly by the master and the nissile IMU,
namely the angular rates and linear accelerations, it is possible to compare the velocity
or the position estimates of both systems. The velocity or position errors will also pro-
pagate as a function of the misalignment angles. It is therefore necessary to augment the
state/vectors of EQq. (3.17) or Eq. (3.19) turther by the velocity and the position error
(see also Section 2.2.5). . )

This approach has the potential for increased accuracy because it relies on the
#long term" effects of misalignment. It has also definite advantages under calm environ-
mental conditions. However, it also increases the computational burden of the alignment
processor and it takes more time based on the fact that the velocity and position errxors
need naturally some time to propagate.
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3.3.2 Alignment Processing Algorithms -
The algorithms used for the alignment process can be - broadly speaking - separated into

- Least Squares Estimation (Lé)

.and

= Falman Filtering (KF).

In case of static or quasi-static nisalignment angles as described by Eq. (3.12)
the estimation process is based on linear measurements which are corrupted by zero-mean
noise. No further assumptions are made with respect to the statistical properties of the
estimation problen.

To solve this estimation problem we can use a sequential least-squares estimation
algorithm (e.g. /24&/), which is summarized briefly. We assume a time sequence of linear
measurements (e.g. corresponding to Eq. (3.12))

Zy = Hyx + ¥4 s L=1,..0k (3.20)
corrupted by zero-mean noise. These measurements are then processed in such a way that
the quadratic measure of the estimated parameter vector X,

: 1 T -t :

is minimized, where the matrices z ., H, are defined by the composite matrix of all
observations

z(1) H(D)
z, = | 22 and H = | H(2)
z(X) H(k)

and B"is an appropriate, symmetric and positive definite weighting matrix. This leads to
the well known "batch" version of least-squares estimation

B = il B.'Ho "B By 2 (3.22)

In practice it is very desirable to work with a sequential form of Eq. (3.22), which is
given by the following equations

300 = Erg (k1) + KMZ(K) = KOO Xpg (0) (3.23 a)
K(x) = B(x) H (x) B'(X) (3.23 b)
p(k) = (L - B(x-1) H (k) [B(K) + H(k) R(k=1) 1T o)1 " H(K)) R(k-1) (3.23 ¢)

Eq. (3.23 b) can be interpreted as a time-varying gain matrix, wherec

p(1y = (T R K@Y (3.24)

is used as a starting matrix. The sequential least-squares estimator can be modified tc
cope with slowly varying estimation parameters by a "fading memory"-technique (/25/,
/26/) . .

This method ensures by (exponential) weighting factors that recent measurement data
have a stronger influence on the parameter estimates than old data.

Kalman filtering techniques are used to estimate dynamic error parameters. Theory
and application of Kalman filtering have been discussed extensively in the literature

(e.g. /19/, /27/ to /29/), however, the basic equations of the well known discrete Kalman
filter are repeated here for the sake of completeness.

The state estimate update acrogg each measurement is given by
Bep (KIX) = Eep (klk-1) + E(K) (2(K) = H(X) Xgp (KIK=1)] (3.25 a)

where k|k and k|k-1 denote quantities at time T, however, ‘based on measurements taken up
to time t or t,, respectively.

$
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The Kalman gain matrix is given by
"Kx) =R (x]x) HOOT R (X (3.25 b)

with R(k) denoting the measurement noise covariance matrix. The error covariance update
is defined by

P(k|k) = (I - K(X) H(k)] B(k|k-1) (3.25 ¢)

The state vector estimate x"(k) and the error covariance matrix P(k) are extrapolated
petween measurements by

g (X|k-1) = E(k,%-1) Xgp (K-1[Xk-1) + G(k,k=1) 4 (k-1) (3.26)
B(k|k-1) = E(k,k-1) B(k-1[k-1) ET(k,k-1) + Q(k-1) (3.27)

where F and G are the state transition matrix and the input matrix from time t te t ..

The input vector u(k) is given by the angular rate error (Eg. 3.17) and Q(k) Jéhotes the
process noise covariance matrix.

The comparison of Eqs: (3.23) and Eqs. (3.25) shows sonme similarities. However, it
should be noted firstly that the least-squares estimator treats the estimation problem
solely as a deterministic optimization problem, whereas the Kalman filter is a pinimum

estimator. Secondly, the Kalman filter is able to take the dynamics of the esti-
mation problem into account.

A typical simulation result for the least-squares alignment is shown in Fig. 3.2
for a level flight condition followed by a steady turn with a roll angle of 80 deg.
simultaneous acceleration and angular rate matching is used with a measurement noise of
50 mg and 500°/h respectively. It can be seen that the azimuth alignment error is not
observable until the turn is initiated. After that all alignment angles are reduced down
to a fraction of 10 % within about 2.5 sec.

a (o)
[mrad]
50 -
STRAIGHTITRAN-! 1Rand sTRAIGHT
ST el |y | STEADY STATE TURN  (cenT| & LEVEL
] 11 ) bl }
| i i f
- l | | t
1
g ' I
|
Y [ '
1 | |
- | |
31 | '
!
% | |
' | —_——
m— e e o3 ey _art mA rw
L o_’___r__'__'__'__‘—_#g- 1
] L] 1] 77 1 ] ¥ 1 1
1 2 3 ? s v TmME(S] 0 1 2 3 TR 6 1 s TME [s)

Fig. 3.2 Least-Squares Alignment Applied in Acceleration/Angular-Rate Matching

4. PERFORMANCE ASSESSMENT

4.1 Compilation of Error Sources

The midcourse 7juidance criteria have been reviewed in Section 2.1. The actual
system design requires a detailed summary of all individual error sources and an assess-
ment of their effects on the performance data of interest.

An example is shown in Fig. 4.1, where the influence of various error sources on
the expected seeker LOS error during missile flight js illustrated. The seeker LOS error
is an important seeker and missile design parameter in many applications. It may be a
design driver for the seeker acquisition range and field-of-view and an important factor
for the missile maneuverability requirement. As far as the navigation systenm is con-
cerned, the seeker LOS error is caused by two different effects, the attitude error and
the position error. The attitude or direction error is basically influenced by nisalign-
ment errors and gyro errors. The position error or 10s displacement is dominated by
accelerometer and initialization errors. In addition both errors are influenced by the
algorithm design and computational/quant1zation effects.
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Fig. 4.1 Summary. of Error Effects on Seeker LOS

i
4

The navigation errors may possibly be reduced by aiding techniques as discussed in
Section 2.2.5. The other - in many cases dominant - error source is target uncertainty.
The target state is provided by the target tracking system at least up to thLe instant of
nissile launch. Thereafter the target uncertainty may grow rapidly due to unknown target
manegvers if no further updates can be provided by the target tracker and an appropriate
up-link.

the seeker 1OS error is
for the target uncertain-
has to be

An indication of typical errors and factors influencing
given in Table 4.1 for the navigation effects and in Table 4.2
ty. A similar compilation, which includes the relevant nuperical values,
established for every special application.

Angular Rate Sensors

Accelerometers

Initialization

Day-to-Day Bias Stability
In-Run Bias Stability
g-dependent Drift

g* ~dependent Drift

Scale Factor Error
Non-Linearity

Sensor Misalignment
pDynamic Cross Coupling
Temperature Sensitivities

Day-to-Day Bias Stability
In-Run Bias Stability
Scale Factor Error
Non-Linearity

Sensor Misalignment
Cross Coupling
Temperature Sensitivities

Misalignment Angles
Vehicle Dynamics
Velocity Error
Position Error

Table 4.1

Summary of Sensor and Initialization Errors

Target State Target Tracking Target Update
Jerk Range/Range Rate Data rate
Acceleration | Azimuth/Elevation Launch vehicle position
Velocity Sightline rate Launch vehicle attitude
Position Sightline acceleration
Data Staleness
Table 4.2 Parameters Affecting Target Uncertainty
4.2 S sme () ets

Performance assessment is the step to follow after the compilation of the systenm
tep is not only to prove that the per-
Another very
e-by-source break-down

error sources has been completed.
formance requirements can be net,,
important aspect of this assessment

The

aim of this s
which is no doubt the primary
is the establishment of a sourc

purpose.
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of the individual error contributions to the resulting . performance figures, which is
often. understood as an error budget. The error budget gives an opportunity to come up
with a well balanced system design, which reveals on the one hand the specifications of
the critical, most dominant components and avoids on the other hand the over-specifica-
tion of devices with only minor contributions to the overall error. For exanmple, if the
target LOS uncertainty is in the order of some degrees, it makes little sense to design
an inertial guidance system with an accuracy of 0.1 degree equivalent LOS error.

The methods used to assess the error budget are chosen in accordance with the
actual design progress. In the early design stage it may be sufficient to use simple or-
der-of-magnitude or covariance analysis methods. In the final stages it vill be necessary
to use detailed mathematical models of the overall system to prove and to verify the
design by simulation techniques.

An example for a simplified order-of-magnitude assessment is shown in Table 4.3 as
a function of the flight time t. The definitions are chosen in accordance with Fig. 4.1.
Due to the simplifications the method is limited to first-order effec.3. Some of the
error sources shown in Table 4.3 can be interpreted as "root-sun-square“-values (e.qg.
drift D), 4i. e. they can include different effects like g-dependent and g'-dependent
drift. It should be noted that the simplified analysis is based on average values of the
flight parameters of interest (e.g. average acceleration, velocity etc.). After evalu-
ating Table 4.3 the resultant seeker IOS error is given by the root-sum-square error

N

AY = /w A +A‘P,’r¢A‘1’:‘ .

r-
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Table 4.3 Simplified Midcourse Guidance Error Budget
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Fig. 4.1 Definitions for Simplified Error Analysis

The time-varying, linear covariance analysis represents a more sophisticated tool.
The method (e.g. /20/) is based on a discrete time formulation of the error equation

X = Eyoy Xgog * Sxoq ¥k (4.1)
t

(See Eq. 2.52 as an example.) It can be shown that the covariance matrix of the error
vector

T
2)5 = E [x) X]
propagates according to

By = Ex_y Bxy x’-')1.:—1 * Q9 (4.2)
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wvhere

9, = E [(G, ¥,) (G ¥,)7]

defines the input noise covariance matrix (e.g. acceleration *noise®, angular rate
"noise®). After having established the basic error state equations, the covariance matrix
is obtained by simple matrix algebra.

The covariance analysis tool can also be extended to include measurements (l.e.
target and missile updates). In.this case the method follows closely the standard Kalman
tilter equations as shown in Section 3.3.2. As the method is based on a linear (small
perturbation) error model, the error propagation can be computed reasonably fast and the
effects of the different error groups can be investigated.

In the final design stage, the error budget is determined and proven by a detailed
simulation model which describes all non-linear and time-varying features of the systemn.
As this step is the most expensive one, it is highly desirable to optimize the system as
far as possible by simpler methods. ’

The basic scheme of such a sipulation model is shown in Fig. 4.2. It includes a
full representation of the missile and the missile/target kinematics. The mcdelling of
*high frequency® effects such as body-bending and vibration typically requires inte~
gration step sizes in the order 1 msec or less. The mcst important submodules with
respect to midcourse guidance arae related to the inertial sensors and the strapdown-
navigation algorithm. The inertial sensor models may represent the full sensor dynamics,
such as the caging loop dynamics in case of dynamically tuned gyros or the dither motion
in case of ring laser gyros, noise and additionally the error sources listed in Table
4.1. The strapdown algorithms jllustrated in Fig. 2.6 should also represent computational
errors caused by quantization and finite word length if applicable. The computed missile
attitude and position is then conpared against the true values and further assessment
criteria such as the seeker error angle at handover and zero effort miss.

TARGET TARGET/ MSSRE
reers |} ISR L | owoance | TARGET \
DYNAMCS JONEMATICS DYNAMCS AUTOPLOT PREDICTION ==
N p————
:L_ TaTIALZATIONS
IF=31GT/MSL :
]
— f LPOATES_ _
! 1
REFERENCE MEASURENENTE i MAVIBATIN W
FLIGHT PATH ) : mmmrd)
PARAMETERS || -
MSL ATTITUDE/POSITION ERROR
1 ZERO EFFORT 1SS SEEXER ERROR ANGLE

Fig. 4.2 Midcourse . Guidance Performance Evaluation Scheme

The "Monte-Carlo®"-technique is an approach frequently used for this type of in-
vestigations. The method requires a definition of the random parameters of the system and
an appropriate description of the random process (e.g. uniform or gaussian distribution).
The simulatjon is then repeated several times where the random parameters (e.g. gyro
drift, accelerometer bias etc.) are automatically selected by appropriate random number
generators at the beginning of each run. The results of a suffiently large number of
simulation runs are then statistically evaluated and can be visualized by histograms or
bar charts. This is shown in Fig. 4.3. as an example for zero-effort-miss (ZEM) and the
seeker error angle at handover. The mean value

RN ¥
X" }Z: x5

i=1

and the standard or root-mean-square (RMS) deviation

V T(x;-%)*
o=\ ——

are calculated from the simulation results. If missdistance 4 = fay'+az' can be inter-

preted as a Rayleigh process, it is possible to derive analytic density and distribution
functions
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q —O728°
L £(a) = Gr e

-at /23°
F(d) =1 - e

as indicated in Fig. 4.3 a, vhere the variance & must be fitted to the simulation
results

st-z/y%

Glaa s(2-3) -

and

The error budget of a specified performance variable can be derived, if the con-
plete process is repeated several times by successively increasing the number of error
groups (the consideration of individual errors may be very costly). Such error budgets
can be represented as bar charts, illustrating the impact of individual error groups, &as
shown in Fig. 4.3 b.

0%
— == 1 () C)
3 : - H LU
£ ,"' PROBABRITY FUNCTIONS & () s cnat
= ~.
: 7 \‘\ g na ACCOLERO- PROCLISS0
£ /7 DS TRBUTION = () o ol L ruus
2 — DENSITY - (RRORS LrRORs
3 -4 N-c T al g ns LU
> / O) Cu™
AL
3 / / -3 voLoaTY,
g T Ml FoSITION
s / : TaRGEY | AUGRENT | rppon
g ’,/ ~ FEERL AICUVER
et T T }T‘_ ] :
L] . 20 . deo (Y a« ® @ @ @ @ @ @
a. Missdistance Histogram - b. Error Budget Bar Chart

Fig. 4.3 Statistical Evaluation of Monte-Carlo-Simulation Runs

S. CONCLUDING REMARKS

Midcourse guidance techniques are very useful to extend the operational capabili-
ties of tactical missiles and to meet a number of top-priority requirements. The impact
on missile cost and weight are moderate as the IMU as the "heart® of the nidcourse
guidance system takes advantage of modern sensor technologies and digital microelectro-
nics. Moreover, the IMU is also an integral part of the overall guidance system and pro-
vides the inertial data for the autopilot and the seeker stabilization and tracking algo-
rithms.

The actual design of the midcourse guidance systen depends strongly on the means to
initialize the guidance system before launch, the availability and update rate of a data
link and the acquisition performance of the seeker in a given target/background
situation. Proper prelaunch initialization requires accurate target information and small
misalignment errors. Any degradation of target information, especially if no data 1link
exists, leads to an increase of the target error at handover and consequently to more
difficult requirements with respect to seexer acquisition range, field-of-view and mis-
sile maneuverability. It is’therefore a major design aim of the nidcourse guidance system
to keep the handover errors at levels which do not significantly degrade the unavoidable
target uncertainty.




ABBOTTAEROSPACE.COM




:uééG
.
(1)
(2)
(3)

(4]

(5]
{6]
m
(8}

9]

{10]

111]

[12)

[13]
(14)
(15)
(16)

17]

(18]

. ‘Sm"v m'

¥. Fischel

R. C. Duncan,
A. S. Gunnarson

C. S. Draper

F. K. Miller

C. S. Draper et al

V. H. L. Cheng,
N. K. Gupta

J. K. R. Britting

Y. Bar-Shalom
T. B. Fortmann

C.-B. Chang
J. A. Tabaczynski

R. A. Singer

J. B. Pearson
E. B. Stear

NASA/United Air-
craft Corp.

A. Van Bronkhorst

P. G. Savage

D. Wick,
M. Kopf

R. McKern
H. Musoff

Car

Inertiale Navigationssysteme
Interavia, 1960, p. 1422-1426

Inertial Guidance, Navigation and Control Systems
Journal of Spacecraft and Rockets, 1964, p. 577-587

origins of Inertial Navigation
Journal of Guidance and Control, 1981, p. 449-463

A History of Inertial Guidance
Journal of the British Interplanetary society, 1985,
p. 180-192

Space Navigation, Guidance and Control
AGARD Lecture Series, 1965

Strapdown Inertial Systems
AGARD lecture Series No. 95, 1978

Advances in Strapdown Inertial Systems
AGARD Lecture Series No. 133, 1984

Advanced Midcourse Guidance for Alr-to-air Missiles,
J. Guidance, Vol. 9, No. 2, pPP. 135-142

Inertial Navigation Systems Analysis
John Wiley & Sons, New York 1971

Tracking and Data Association
Academic Press, Orlando, 1988

Application of State Estimation to Target Tracking
IEEE Transaction on AC, Vol. AC-29, No. 2,
PP. 98-109, Feb. 1984

Estimating Optimal Tracking Filter Performance for
Manned Maneuvring Targets

IEEE Trans. Aerospace and Electronic Systems, Vol. AES-6,
No. 4, pp. 473-483, July 1970

Kalman Filter Applications in Airborne Radar Tracking
IEEE Trans. Aerospace and Electronic Systems, Vol. AES-10,
No. 3, pp. 319-329, May 1974

A Study of the Critical Computational Problems Associated
with Strapdown Inertial Navigation Systems
NASA CR 968, Washington D. C., April 1986

Strapdown System Algorithms, AGARD Lecture Series No. 95,
Strapdown Inertial Systems - Theory and Application,
June 1978

Strapdown System Algorithms
AGARD Lecture Series No. 133, "Advances in Strapdown
Inertial Systems", May 1984

Analysis, Development and Testing of Strapdown Signal
Processing for High Vibration and Dynamic Environment
AGARD Conference Proceedings CP 431

Strapdown Attitude Algorithms from a Geonmetric Viewpoint
J. Guidance and Control, Vol. 4, No. 6, pp. 657-661,
Nov. 1981







L e ewe e

(19)

(20]

(21)

[22)

(23]

[24)

(25])

(26]

(27]

[28)

(29]

H.

Gelb

Boch
Krogmann

H. Titterton
L. Weston

Y. Bar-Itzhack
Porat

Y. Bar-Itzhack
Vitek

P.
L.

Sage,
Melsa

Eykhotf

Hartmann
Krebs

W. Sorenson

(Editor)

Applied Optimal Estimation
MIT-Press, Cambridge, Mass, 1974

Fast Transfer Alignment for Air-Launched Missile INS
AGARD Conference Proceedings CP 411, 1986

Dynamic Shipboard Alignment Techniques

Symposium Gyro Technelogy 1987, Stuttgart, Germany,
Conference Proceedings:

Editor: H. Sorg, Universitat Stuttgart,

Institut far Mechanik

227

Azimuth Observability Enhancement During Inertial Navigation

System In-Flight Alignment

J. Guidance and Control, Vol. 3, No. 4, PP- 337-344, 1980

The kEnigma of False Bias Detection in a Strapdown System
puring Transfer Alignment. :

J. Guidance, vol. 8, No. 2, ppP. 175-180, 1985

Estimation Theory with Applications to communications and
Control

HcGrav-HxAL Book Company, New York, 1971

System Identification
John Wiley, New York, 1974

Command and Stability Systems for Aircraft: A New Digital
Adaptive Approach in »adaptive Methods for Control Systen
Design® (Editor: M. M. Gupta)

IEEE Press, New York, 1986

Kalman Filtering: Theory and Application
IEEE Press, New York, 1985

Theory and Application of Kalman Filtering,
AGARDOGRAPH AG 139, 1970

Advances in the Techniques and Technology of the Application

of Nonlinear Filters and Kalman Filters
AGARDOGRAPH AG 256, 1982.






al

FLIGHT CONTROL DESIGN ISSUES
IN BANF-TO-TURN MISSILES

BY
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SENIOR SCIENTIST
HUGHES AIRCRAFT COMPANY
8433 Fallbrook Ave.
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SUMMARY

This paper discusses design issues encountered in the systhesis of bank-to-turn auto-
pilots for severzl proposed air-launched tactical gulded missile configurations. Some
approaches to dealing with these issues are also discussed. Much of the materlial was
developed from experience gained 1in the design of an autopillot for a medlum range alr-to-
alr missile configuration incorporating an integral rocket-ramjet propulsion system.
Therefore, emphasis 1s pl¢-ed on that type of system. None of the bank-to-turn autopllots
have been flight tested, sc¢ only simulation results can be presented.

The first 1ssued discussed is why a deslgner would consider bank-to-turn control in-
stead of the conventional skid-to-turn sontrol used by most tactical missiles. The advan-
tages and disadvantages of each approach are related to the performance of the airframe,
propulsion, guidance and autoplilot subsystems. -

Several bank-to-turn control laws are presented. The relatlve merits of each are dls-
cussed with respect to the type of airframe, propulsion and guldance required for the mis-
sile mission under consideration. Performance penalties are presented along with the advan-
tages of including a skld-to-turn capability.

Coupling between the roll control and the guldance for terminal homing missiles is
reviewed. Some methods cf decoupling are presented. The lmpact of signal noise and
radome error for missiles with radar seekers is discussed.

Simulation studies have shown that some performan:ze penaltles may be incurred using
bank-to-turn control for some types of missions, particularly for antl-air engagements,
but these penaltles are frequently small compared to other performance benefits derived
from its utilization. These simulation studies and their results are discussed in appro-
priately general terms.

INTRODUCTION x
In recent years there has been much interest in bank-to-turn (BTT) control for guided
missiles. The desire to extend range or to shorten the time to the target has led missile
designers to consider incorpcrating airbreathing engines 1in place of boost-glide rocket
motor propulsion. This 1is an especlally attractive alternative with the development of
the integral rocket ramjet, which incorporates the booster rocket into the combustion cham-
ber of the ramjet engine for a relatively small propulsion section sultable for air launched
missiles. .

Most of the work on which this paper 1s based was accomplished during the development
of a BTT guldance system for a ramjet-powered radar gulded medium range air-to-air missile
configuration. Though the guldance and control algorithms developed under this effort
have been verified with simulations, no flight tests have been conducted to show that
these algorithms willl actually provide good mlss performance.

During the next few years a ramjet missile configuration utilizing BTT control algo-
rithms similar to those presented in this paper will probably be flight tested. However,
this will most likely be a Control Test Vehicle to valldate englne and airframe performance.
In parallel, a termlnally gulded boost-glide missile with these BTT algorithms 1s needed
to validate the guldance and control system perf{ormance against real targets. This should
ultimately lead to a gulded flight test of a ramjet powered homing misslle, validating the
performance of the integrated airframe, propulsion, guldance and control.

DESIGN CONSIDERATIONS

The question is often asked "Why do we need a bank-to-turn control?™ The answer to
that question for a guided missile depends on the nature of the missile. For a missile
incorporating a ramjet propulsion system, good engine performance with a simple inlet
‘design requires some form of BTT control to provide the inlet with an efficient angle of
attack. A long renge glide weapon could be made lighter and mcre aerodynamically efflclent
by using BTT control. With recent interest in conformal carriage for weapons to reduce
launch aircraft radar cross-section, a flat pancake-1like configuration is desirable. All
of these configurations would maneuver more efficlently with BTT control.

Why don't we have more missiles with BTT control? The guidance problems for homing

missiles are compounded with BTT control. Generally, response time is slower with BTT
control. It is more diffilcult to maintain tracking of the target using & simple
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two-gihbal seeker with BTT control. Body-rate coupling between the autopllot and guldance
18 increased with BTT coatrol. For these reasons and others, very few missiles have been

- designed for use with BTT control. Until recently, the guldance and control disadvantages

have outweighed the airframe and propulsion advantages. This tradeoff conclusion is no
longer valid. Some solutions to the guidance and control problems are presented in this

" paper.

Providing ccntrol logic to accommodate an airbreathing engine for a homing missile 1s
a guldance and control challenge. In order to satisfy carry constraints, minimize weight, '
and optimizec engine performance, alirbreathing airframes are generally designed asymmet-
cally and have a preferred maneuver plane. This asymmetric vehlcle tends to benefit from
a BTT autopilot. The conventional skid-to-turn (STT) autopilot, 1f used with the asymmet-
ric vehicle, would not only require complicated engine and inlet designs in order to accon-
modate sidesllp but the alr inlets would induce significant pitch-yaw-roll aerodynamic
coupling moments. Thus the asymmetric rolling airframe has new and different control
problems that must be solved by the guldance and autopilot design. These include response
time penalties and coupling through the guldance sensor. The last is the most serious be-
cause the bank angle steering commands, responding to target motion, come from the guldance
sensor that has the coupling paths in roll through gimbal dynamlcs, biresight errors,
tracking dynamlics, steering laws, filtering and for radar seekers, radome errors and
polarization attenuation {(for passive or semiactive systems).

BANK-TO-TURN CONTROL

The goal of the pure BTT control law is to roll the the missile so that it always
maneuvers in its preferred maneuver plane. A maneuver in this plane will be called a pitch
maneuver with a pitch load factor. A BTT control must be such that the load factor in
the orthogonal yaw plane, 1s driven toward zero.

If the load factor commands (Ay) and (8y) are referenced to horizontal and vertical
planes, then the achleved horizontal and vertical plane load factors will be defined as a
function of pitch and yaw load factors and the inertial roll angle, ¢.

ay = ap cos ¢ - ay sin¢ (1)
ay = ap sin¢ + ay cos ¢

If ay 1s to be equal to zero, then the load factor commands Sv and ﬁﬂ must be res-
ponded to by an autopilot structure that commands the pitch load factor ﬁp and the ap-
propriate roll angle &s a function of ﬁv and QH. The pitch and yaw commands can be
obtained from the inverse of Equatlions 1.

8p = Ay cose + 8y sine (2)
2y =-8y sine¢ + 8y cos¢

Since the goal of BTT 1s to drive ay to zero, the command ﬁy from the guldance system
should also be zero. To satisfy this requirement, the roll angle command can be obtailned
from the second of Equations 2.

$ = tan-'_a_“_ {3)

by
A bank-to-turn control system could then be postulated which would use Equation 3

for the roll channel command and the first of Equatlons 2 for the pitch channel command.
The yaw channel command would be set equal to zero.

Another BTT control law can be formulated based on the roll error, if the yaw loud
factor is to be driven to zero. The error in the roll angle, ¢, can be determinad
directly from the measured load factors in body coordinates.

¢c = tan -1 2Y ()
ap

Using the centrol law of Equation 4 causes the yaw control channzl dynamics to appear
within the roll attitude control loop. Earlier studies showed that the phase lag, pro-
duced by the yaw dynamics, limits the gain and results in a significant response time
penalty. This penalty might be acceptable for some combined BTT and STT systems, but
there does not appear to be any advantage to this implementation. A better approach uses
the command values of ap and ay in Equation 4 to obtain:

¢ = tan -! _ﬁz_ (5)

fp

This control law is especlally convenient when the body referenced load factor
commands can be generated directly from a two-gimbal seeker and guldance law with pitch
and yaw channel outputs. A good approximation to theAarctangent function is the argument
f{tself. To avold dividing by zero in the algorithm, ap can be limited to some small
positive value, or a constant (1.e., unity load factor) can be added to ﬁp in the divisor
of the argument. The latter approach for developing the roll channel command 1s parti-
cularly useful for certain BTT configurations. .
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If the guldance commands are roll stabilized, the roll angle command of Equation 3
can be used. Functionally, roll angle control with Equation 5 is equivalent to that using
Equation 3 except for the impact of flltering in the guldance loop. This will be
{scussed later in thls paper.

CONTROL LAW ALTERNATIVES

Because a monowing or planar airframe autopilot should be deslgned to take maximum
advantage of aerodynamic maneuverabllity, it will require BTT control; however, a cruci-
form airframe may use some form of STT or even a combination of STT and BTT. The funda-
mental difference between BTT and STT 1s that with STT control, the roll control channel
receives no commands from the guldance system, while with the BTT control some form of
command comes from the guldance system to the roll channel. Figure 1 shows a typical STT
control with the yaw channel of a two-gimbal seeker providing an acceleraticn command to
a load factor autopllot in response to a yaw (azimuth) lire-of-sight rate. Only aero-
dynamic coupling exists between the yaw and roll channels. A typical BTT control shows
the yaw acceleration command golng to the roll control channel with an optional input to
the yaw autopilot channel.

The several types of BTT control laws include those that 1) require the missile to
roll as ruch as 180 degrees to produce a maneuver in the desired direction, or 2) limit
the bank angle to something less than 180 degrees. A cruciform aerodynamic configuration
might use a 145° BTT control. The +h5-degree BTT could minimize induced roilirg moments.
The improvement in performance over a STT control might not justify the additional com-
plexity. However, a 190-degree BTT control 1s worthv of consideraticn for a missile with
one plane of symmetry.

The different BTT control laws differ largely in how they perform a downward maneuver,
i.e. to go straight down, the +180-degree BTT cuntrnl shown in Figure 2 requires a
180-degree roll. This allows the vehicle to be designed with a preferred maneuver plane
and a positive angle of attack for maximum propulsion efficlency. While this BTT control
law has the poorest responsc time for a downward maneuver, it is sultable for midcourse
flight where efflcient engine operation 1s lmportant.

In Figure 2 and in the following figures, the roll angle control or BTT gain 1s
labeled Kg. It 1s assumed that 1t will drive a roll rate control channel in the autopilot.
The control deflection commands for the pitch, yaw and roll channels are labeled épc Syc
and 6,0, respectively. The gravity blas (g blas)is assumed to be a function of the
measured roll angle,é.

Some work has been done to show that response time with a 180-degree BTT control can
be faster than that of a 90-degree BTT control. This would require an accurate cross feed
between the yaw and roll control channels to make the yaw rate equal to the roll rate
times the pitch angle of attack. This cross feed 1s difficult to mechanize, and 1t appears
questionable whether the response time advantage can be real’'zed. The real advantage of
this approach is the elimination of transient side slip. T..s may be desirable 1f pro-
pulsion system operation 1s very sensitive to sideslip angle. Past work has revealed great
difficulty in eliminating translent sideslip with cross feed without some penalty in
response time.

The *90-degree BTT ccntrcl laws can be made self-righting or not and, because negative
as well as positive load factors and angles of attack occur, they provide faster response
time for downward maneuvers than the t180-degree BTT. MNegatlve angle of attack operation
is generally unsuitable during midcourse because it compromises engine performance.

Figure 3 1llustrates a *90-degree BTT implementation which, because of a sign change with
negative pltch load factor commands (Qp L may be flying upside down with negative angles
of attack at impact. Figure 4 shows an approach that will always be selfrighting, but ma:
require a snap-roll as the vertical plane command (dy ) goes from negative to positilve.
These *90-degree BTT control laws have reduced sensitivity to nolse and boresight error.

The pitch and yaw channels for the autopilot are assumed to be load factor control
(see Figure 5). An integrator 1is included in the acceleration control loop of both
channels to reduce the sensitivity of the closed-loop steady-state galn to flight con-
dition. The integrator may not be needed for the yaw channel with BTT control, but the

integrator provides a path for static stability augmentation of the airframe (Kg in
Figure 5). This path may be necessary because of unstable values of Cpg especlally

during the boost flight phase. Removing the integrator in the yaw channel is desirable

“n that it would speed up the response thereby reducing th g
et lrapid baﬁﬁ ed up the p y g e transient sidesllp generated

Some compensation 1s shown in the rate damping path of Figure 5. This 1s assumed to
be a simple filter to attenuate noise and te control the high frequency gain margins of the
control channel. Gain scheduling 1is assumed to be provided by an inertlal reference system
as a function of altitude and Mach number. The gain Kss is provided to keep the steady-
state gain of the load factor control equal to unity.

To maintain satisfactory engine performance and to provide stable autopllot conditlons,
some angle of attack control must b exercised. This can be accomplished by programming

the load factor control limits on 9p and &y , and the control deflection command limits
(8p1M in Figure 5) as a function of Mach number, altitude, and time.
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RESPONSE TiME CONSIDERATIONS

Much discussion has been devoted to the so-called response time penalty paid for BTT
control becauze missile reasponse time has been a traditional criterion for evaluating
autopilot performance. However, establishing the minimum range capablility by using six
to ten time constants may not be appropriate for BTT control. This 1s because the BTT
time constant 18 nonlinear or at least time-varying; e.g., to pitch down with +180-degree
BTT, the initlal response may be slow, but the response to subsequent commands may be
faster if smaller roll maneuvers are required. Although there is some amount of iesponse
time penalty, the use of the initial response time as the sole criterion for performance
evaluation unduly penalizes the BTT control law. The traditional response time relation-
ships are still applicable to BTT against targets that maneuver Just prilor to intercept
because it is'the initial response that {s ‘mportant for thls type of engagement.

Measured response times on a simulation -how a BTT penalty that 1s large 1f a 180-

degree roll is required, especlally at low .1titudes where the response of the roll
channel 1s significant compared to the p!* = response. Flgure 6 shows that high maximum
roll rates help, but the penclty appears .urge enough to make a 180 degree BTT con-

figuration an unlikely candidate for terriral control. This response time 1s defined as
the time required %o reach 63 percent of - he commanded maneuver 1n the desired plane.

The mancuver response is affected by the rusponse time of the roll channel as well as the
1limit on roll rates.

From Pigure 6 it can be noted that the response time penalty for a 90 degree bank
maneuver 1s modest and is not a strong function of roll rate, especlally at higher
altitude where the response time 1is largely a function of the pitch channel response.

By combining BTT control with STT control as shown in Figure 7 an improvement in re-
sponse time can be achieved. This 1is especlally useful against mancuvering targets as
shown in Figure 8. Flgure 8 11lustrates the normalized miss performance of a typlcal alr-
to-air missile against & typlcal target as a function of the ratio of the yaw load factor
.1imit to the pitch load factor limit. tiote that pure t90-degree BTT control appears ade-
quate agalnst a non-maneuvering target, but some small yaw load factor capabllity provides
substantial reduction of miss agalnst - maneuvering target.

A1RFRAME CONSIDERATIONS

Autopilot aesign for BTT homing missiles is more complex than for STT missiles, largely
because of the coupling of the guldance system into the high gain roll control channel.
However, it is also important to note that a BTT missile will maneuver in primarily one
plane. It 1is therefore desirable to provide an aerodynamic configuration which is easily
controllable in that maneuver plane.

An airframe with stable induced aerodynamic rolling moment 1s espectally desirable ir
the missile is expected to generate nigh angle of attack maneuvers. Figure 9 shows a
front view of three typical alr-breathing missile configurations. Flgure 9a shows a con-
figuration with a single underslung alr inlet and a "plus" tail (and possibly wing) orien-
tation. This configuration will 1ikely have an unstavle Cig (rolling moment coeffliclent,
Cy, varlation with sideslip,8) at supersonlc Mach numbers for both positive and negative
angles-of-attack. The configuration cf figure 9b with the talls rotated to an "X" orlen-
tation has better roll stability characteristics, though the inlet may still produce an
unstable Cjg for positive angles of attack.

The best aerodynamic roll stability 1s 1ikely to be produced by a dual "cheek" inlet
configuration with an "X" tail arrangement (See Flgure 9c). A shoulder or side mounted
inlet will also provide good aerodynamic roll stablility with an "X" tall orientation and
will also support a wing, 1f needed and if launcher fltment allows. This latter conflgura-
tion 18 usually more difficult to fit onto present alircraft launch stations.

The autopllot deslgner should attempt to influence the missile aerodynamic design early
in the configuration study phase to provide favorable aerodynamic induced roll charac-
teristics. This should make design of a BTT control, with its inherent guidance coupling
paths, easler than if the autopilot must Just be designed to accomodate the unstable Cy .
Other factors, such as missile weight, engine performance and fitment, may be overiding
considerations, but aerodynamic roll stability should be weighed into the missile con-
figuration tradeoffs.

GUIDANCE SYSTEM CONSIDERATIONS

Homing missiles, especially anti-alr missiles, generally use some form of prcportional
navigation guidance law to develop an efficient trajJectory to the target with a high pro-
bability of kill. This form of guidance law requires measurement of the line-of-sight
(LOS) rate to the target. The target is tracked by a sensor which 1s assumed to be
mounted on a stabilized two gimbal platform located in the nose of the missile. This
platform will generally roll with the missile. This rolling of the guldance sensor 1s
the major source of coupling between the autopilot and the guldance system.
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The dynamlcs of the trackling errors (e) and LOS rates (@) in the pitch and'yaw coor-
dinates of the sensor platform are given by the- following equatlions.

- éy"-:o.ly 'msz'mstP

-".’y';{‘(‘w"m)‘%&y‘“’n"’p ©

E.p = 6p '(l);-,- + gy E,.

ap*é‘(‘u'ﬁm)'zk‘&‘-’p*msx&yv
where Ey (€p) is the tracking error in yaw (pitch),
Gy (Gp)is the LOS rate in yaw (pitch),
wsx is the sensor roll rate,
wsz (wsy) is the sensor yaw (pitch) rate,
aty (atz) is the target acceleration in yaw(pitch),
amy (amz) is the missile acceleration in yaw (pitch),
R is the range to the target, and
R is the missile to target range rate.

The pitch channel 1s the primary steeriug channel for a BTT missile. HNeglecting gimbal
angles and tracking dynamics, a simple block dlagram of the pltch plane guildance (Flgure
10) shows that the rolling of the missile creates a disturbance to the guldance loop, but
does not affect stability. The guldance loop is closed primarily through the pitch auto-
pllot as with a STT misslle.

For the yaw channel, however, the yaw autopilot command 1s primarily used to control
the roll of the missile and a feedback loop is created through the autopilot roll control.
The simple block dlagram of Figure 11 shows that the yaw guidance channel 1s closed
through the roll autopllot. The loop gain, as seen in figure 11, is the product of pitch
LOS rate oOp, the guldance gain for proportional navigation AR and the galn Kg, divided
(approximately) by the pitch channel load factor command apc. An integration 1s included
between the roll rate wy and the roll rate command Wx.. Since the pltch command 1s equal
to AR Op the loop 1s basically a roll attitude feedback through a galn Kr. The additlon
of other dynamics and feedback paths creates stabllization problems for this simple roll
attitude feedback control. These problems are discussed 1n the following paragraphs.

If a simple angle tracking lcop 1s added to the guldance loop and the seeker polnting
command 1s used as a LOS rate estimate, the pitch tracking error also becomes a feedback
parameter for the roll control channel as shown in figure 12. The pitch tracklng error
can be reduced by adding an integral control to the angle tracker. However, due to bore-
sight errors, the true pitch pointing error will rarely be driven to zero. Therefore,
considerable effort must be directed toward minimizing boresight error for seekers when
using BTT guldance.

Before proceeding further, some discussion must be directed toward seeker stabll-
ization. For a responsive roll control, the seeker stabilization must be a high bandwidth
configuration to maintain small tracklng errors and to avold loss of lock on the target.
For imaglng seekers, or low data rate seekers, the roll rate may have to be limited to
aveld lmage wmear or losw of taprget data, Aleo, to minimlze the alre of the outepr glmba
torquera, the angular acoeleratlon may have to be limlted,

Generally, for a BTT gulded missile, the preferred gimbal orlentatlion 1s to have the
outer gimbal be the pitch gimbal and the inner gimbal be the yaw gimbal. If the gimbals
are oriented so that the outer gimbal 1s the yaw gimbal, there is a couplirg path from
roll angular acceleratlon which can be destabilizing to the BTT control. This 1s 11lus-
trated in figure 13. A comparable coupling path from roll into the inner gimbal does not
exist. Note also, that by designing the on-gimbal mass to have a small moment of 1nertla
in roll, the coupling from roll into the outer gimbal stabilizatlon loop can be reduced.

Assuming the outer gimbal 1s the pitch gimbal, some techniques for compensating for
the dynamic lag of the angle tracking loop in the BTT feedback path can now be discussed.
Figure 12 shows a simple angle tracking loop. If an integrator 1s added to the loop in
both the pitch and yaw channels, the tracking errors will be malintalined small. This will
reduce the gain through the pitch tracking error in the BTT control and provide a Enth for
coupling the pitch and yaw channels with the seeker roll rate as shown in flgure 14.

This coupling will provide some lead compensation for the measure of the yaw LOS rate
variation as the missile rolls. Thus if the estimated pitch LOS rate 1s equal to the
actual LOS rate, the dynamic lag of the angle tracking loop 1s removed from the BTT feed-
back path through the yaw channel of the guldance system. This 1s shown in figure 15.
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The above approach does not remove the pitch tracking error as a feedback path.
However, the integral control for the pitch angle tracker will keep the trackling error
small (excent for nolse and boresight error). Another approach 1s to implement a more
complicated angle tracker mechanizatlon, i.e. a multl-state coupled Kalman fllter.

EFFECT OF BORESIGHT ERROR

The pitch tracking error due to boresight error 1s difficult to compensate for. This
error can be attributed to misalignment between the guldance .ensor axes and the reference
axes of the inertlal instruments used for stabilization, the electromagnetic window
through which the guldance sensor must "look" at the target, or the reflections of the
sensed electromagnetic radiation within the compartment on the missile which houses the
guidance sensor.

The misalignment can be made small by specifylng tight allgnment accuracies, but this
could be costly in manufacturing, and the residual error may still be significant.
Accuracles of 0.1 degree or less are desirable. An alternative approach 1s adjustment
after assembly. If compensation for the error due to the electromagnetic window, such as
a radome, 1s made after assenbly, all three effects can be compensated for at the same
time. This would require each guldance section to have a unique compensation which would
vary with gimbal angle and, probably, frequency. A total resldual error of about 0.1
degrees or less 1s required for a high performance BTT control.

A simple block diagram of the boresight error feedback path 1s shown in figure 16.
Note that the galn through this path is very high if the pitch acceleration command apc
1s small. The 90° BTT algorithm with the one g blas added to the apc before dividing Into
ayc reduces the sensitivity to the boresight error. However, the residual boresight error
for radar seekers will generally limit the gain Kg, even after compensatlon.

Radome boresight error 'slope' compensation ls used on some modern radar-gulded
missiles. Thils ccmpensation 1s required to reduce in-channel body rate coupling for these
skid-to-turn missiles. For BTT misslles, boresight error compensation can be used for In
channel body rate coupling compensation as well as the BTT roll feedback compensation.

The 1deal approach to compensation 1s to add 1t directly to the measured pitch and yaw
tracking errors. The compensation values are taken from tables which are functions of the
measured gimbal angles and the frequency of the radar transmissions.

EFFECT OF QUIDANCE SENDGOR NOISE
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missile was due to the higher terminal velocitles of the ramjet-powered conflguration.

But miss performance achieved with the 90° BTT control combined with STT control (see

figure 18.) was comparabtle to that of the pure STT missile at comparable terminal velocitles.
The slightly increased resronse time of the BTT control produced a small increase in the
inner launch zone and a modest increase in maneuvering target miss for maneuvers at short
time-to-go.

The € DOF simulation was used to validate the BTT control algorithms discussed in the
previous paragraphs. Included in the simulation were the guldance roll coupling algorithms,
radome error compensation and the antenna stabilizatlion control loops. The impact of not
including the roll coupling ir. the angle tracking loop anu other guldance filtering was in-
creased miss and frequent loss of roll control. This was also true for operation without
radome boresight error compensation.

Further verificatior of the algorithms was achleved with implementation in a hardware-
tn-the-loop (HIL) simulation using an actual radar seeker and a guldance and control pro-
cessor. Though the amcunt of testing was limlited due to budget and time constraints,
stability and controllability were demonstrated for several engagement conditions.
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The HIL simulation was especially effective in evaluating the radome boresight error
compensation. Simulation runs were made with and without the compensation and with and
without the radome. Though RM8 miss for runs made with the radome and compensation was
increased by 50 percent over the miss for runs made without radome or compensation, good
controllability was exhibited, and the results from the digital 6 DOF simulation produced
a similar increase in miss. When radome error compensation was removed, the controllability
was poor and the miss was increased by 100 percent over the miss with compensation, or
300 percent greater that the miss without radome or compensation. This evaluation was
only made for one engagement condition, but it appears to validate the feasibility of
maintaining a stable BTT control with radome error compensation tables.

The simulation studies conducted on this missile configuration demonstrated the
feasibility of using BTT guldance and control for terminal homing missiles. The results
further i1llustrate that the autopllot designer must work closely with the guldance de-
signer to assure that body rate coupling through the guldance system can be controlled in
an integrated high performance guidance and control system.

Reference: Proceedings of the Workshop on Bank-to-Turn Controlled Terminal Homing
Missiles, 19-20 September 1984, GACIAC PR-85-01
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GUIDANCE SIMULATION MODEL OF ANTISEA-SKIMMER
UTILIZATION FOR WEAPON SYSTEM DEFINITION

by G. VALLAS - "DASSAULT ELECTRONIQUE " -
55, quai Marcel Dassault - 92214 SAINT-CLOUD - FRANCE

i and F. BUREL - "AEROSPATIALE DIVISION ENGINS TACTIQUES"
| 2 a 18, rue Béranger - 92320 CHATILLON - FRANCE

ABSTRACT:

This article summarizes the way of quantifying the main parameters which size an antisca-
skimmer missile by using numerical simulations.

The ammunition-sizing can only be correctly defined when a suflicient number of iterations is
achieved with the modelization tools, taking into account the specification of the threat and cost
constraints.

This text describes a method of evalvation of the main parameters and specifies the primary
function of the simulation during the various phases of the project.

1.- INTRODUCTION

The design of the anti-missile system, and in particular, of the antisea-skimmer missile is broadly
based on requirements specified by the Defence Ministry Officials.

The description below covers a method for defining an antisea-skimmer based on the following
‘main threat characteristics:

- highly maneuvering target,
- high constraint environment (jamming) requiring all-weather defence capabilities,
- saturating and multidirectional attack scenarios.

Based on these characteristics, a vertically-fired missile is required with:

. & " ¥ i
- a mid-course guidance system operating on information from the IMU and fire
control system periodically refreshing data concerning the target,

- anindependent terminal guidance system using an active electromagnetic seeker,
- a "lethality” function ensured throx:ﬁgh an electromagnetic proximity fuze and a

warl}cad. detonated by the on-board computer of the missile to obtain optimum
results.

* IMU = Inertial Mcasurement Unit
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2.- MAIN INTERACTIONS BETWEEN SYSTEM COMPONENTS

An accurlatc description of the threat is fundamental to system definition, in particular that of
the missile.

CHART 1 shows the main characteristics of the threat:

- electromagnetic representations of the target are required in order to design the
radar, the sceker and the proximity fuze,

- all of the average trajectory types and penetration mancuvers are incorporated to
define guidance/control requirements, to characterize (in part) the radar, the fire
control and seeker systems, i

- data relative to target vulnerability are taken into account to design the warhead,

. the environment, whether natural or not, is an essential aspect which intervenes in:

- the design and sizing of the radar, the seeker and its antenna, and the
proximity fuze, .

- generation of guidance methods and secker software.

The multi-target nature of the threat (not shown in chart 1) which can be apprehended through

the scenario definition (number of targets, directions and rates of attack, spacing between
targets, target objectives, etc.) should not be neglected as these can have multiple repercussions
on the definition of the radar, the fire control system, the missile and its seeker, and the
launcher. These various aspects are not covered in this document but should however be taken
into account from the beginning of the project due to the technical and financial implications.

It is therefore necessary to define the main requirements relative to performance of the missile
and its equipment.

CHART 2 provides an overall block diagram of the procedure adopted:

- the characteristics of the threat, shown in chart 1, lead to definition of the
guidance/control requirements:

- requirements related to trajectory sha‘?ing following vertical firing for
“interception at the specified short range. These requirements will bear on the
aerodynamic profile and propulsion profile during the boost phase at least.
These will have repercussions on the sizing of the structure and can be viewed
in terms of performances required of the steering control components,

- requirements related to autoguidance: load factor, static margin,
autoguidance time constant, i.e. time constant of autopilot and time constant
for generation of guidance signal. These parameters in turn condition the
dynamic performances of the IMU and the steering control compcenents, and
limit the angular error measurement extraction time of the secker.

- in view of the specified domain, and more particularly, the maximum intercept
range, and taking account of the radar's detection capacities and the minimum
duration of the firing sequence, the aveiage missile speed requirement is defined.

- similarly, carrying constraints relative to the launcher also contribute in defining the
the airframe.

The choice of aecrodynamic definition, the ropulsion project and missile architecture must
satisfy the first two requirements mentioned above while observing geometry constraints and
characteristics (weights in particular) of the missile equipment,

CHART 3 shows the main interdependent links between the various system parameters. This
chart shows certain key aspects in the antisea-skimmer missile design:

- as concerns the equipment: ]
the lock-on range of the seeker depends on the seeker itself, the target’s radar cross
section and the environment (jamming), but also on the trajectory shaping process
used to minimize the influence of jamming and target designation errors wh ch will
be covered in paragraph 4. These can be due to a certain number of items, including
the static accuracy of the IMU for which the static performance requirements must
be defined.

as concerns the missile software:

the trajectory shaping, sceker logics and processing circuits for signals recelved by
the homing head and autoguidance functSions are highly conditioned by the
“countermeasures” component of the threat.

"‘,:';}r‘-i. et
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When satisfying the requirements relative to the autoguidance function mentioned above, when
obtaining a sccker lock-on range providing a sufficient autoguidance duration with respect to
aim-ofTs to be corrected and ensuring the quality of the guidance signal generated by the logics
and gsg[ckcr signal processing circuits, then the intercept miss-distances will be reduced as far as
possible.

As a function of these parameters, the proximity fuze/warhead pair must be optimized to ensure
marimum terminal cfﬁcicncy. Electromagnetic characteristics of the target for the proximity
fuze, environmental conditions, geometry and kinematics of interception at the end of the
autoguidance phase, as well as the target's vulnerability, form the context in which this
optimization process must be carried out.

Chart 3 shows the complexity of the system to be designed: the arithmetic simulations at this
level are an indispensable design aid.

3.- ANALYSIS OF CONSTRAINTS RELATIVE TO AUTOGUIDANCE DESIGN
3.1 Threat
3.1.1 Mancuvers
3.1.1.1 Effect_of maneuvers on_intercept miss-distance: influence of
interceptor time constant

The sca-skimmer maneuvers performed to penetrate the ship(s) defences are defined by:
- their type (accelcratibn by levels, for example),
- load factor, which may be very high (+ or - 13G),
- maneuver period.

These maneuvers, associated to the sea-skimmer's autopilot with a low time constant are sizing
factors in the interceptor's autoguidance function: required maneuverability, guidance time
constant and therefore time constant relative to the autopilot can be observed, and seeker time
constant.

With respect to such mancuvers, the influence of the antisea-skimmer's autopilot time constant
on the miss distance can be quickly evaluated through a simplificd numerical simulation for
which a block diagram is given in CHART 4.

This type of simulation is easy to produce and quickly exccuted. It is therefore moderate in cost.
Another advantage is that it can be uscg to define guidancc/comrol requirements in
autoguidance phasc in the presence of certain non-linearities (saturations), and supply, in
particular, the miss-distance distribution.

CHARTS 5 and 6 show the results obtained for a target maneuvering in steps with amplitudes of
10 or 15 G, filtered by a second order with 100 ms time constant and damping ratio of 0.7
representing the target pilot. The mancuver period and time constant of the antisea-skimmer
(2nd order; & =0 7B)vary.

Note: The representation of the autopilot transfer in the form of a second order is considered
here as an example. It is clear that the user must ensure that the transfer is sufTiciently
representative (order, damping) of the "actual" loop.

These charts show that, for example, with respect toa threat operating with load factor steps of
10 G and a period of 1.5 s, the miss distances less than n meters in 70% of the casts require a [ast
antisea-skimmer autopilot: pilot < 1.5T(ms).

3.1.1.2  Weight of warhead required according to intercept miss-distance
inorder to obtain structural kill of the target

For a short r:mgc interception, structural kill, rather than functional kill(system kill), of the
target is required (i.e. target broken into two scctions) to minimize the risk of the target hitting
the ship. Furthermore, it is unlikely that a suflicient system kill Yrobahilily be obtained with
respect to the diversity of the geometrical characteristics and the vulnerability of the targets.

Structural kill can be obtained using a fragmentation charge whose efficiency is assessed
according 1o, the number —%=(E = total energy of fragment hitting target and S = arca covercd by
impacts on target), corresponding to a classical criterion.

As with all anti-aircraft warheads, the weight of the metal is approximately cciual to the weight of
mcdcx losive to maximize the kinctic cncrg%r_ of the fragments per kilo of tota

an
E/Vﬁg

weight of warhezad

tain fragments of suficient weight, The energy E is thus optimized and thus the number
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“This criterion also shows the interest in minimizing the impacted area (S). Therefore, the desizn

Furthermore, the aspect ratio of the warhead must be sufficient to minimize the effect of leaks at
the ends thus optimizing the ejection speed of the fragments. This provides two advantages:

- for head-on interceptions, fragment impact incidence on target sharply lower than
ricochet incidence, o

- highest posélble time range between target detection by the proximity fuze and
detonation of the warhead, thus maximizing the explosion delay adjustment margin.

The total weight of the warhead reqil!rcd as a function of the intercept miss-distance to obtain
structural kill of the target can be determined through a conventional numerical simulation tool
structured as follows:

DATA CHARACTERIZING WARHEAD:

- properties of explosive (density, detonation speed, etc.)
- density of fragments

- total weight of warhead

- geometrical characteristics of warhead

- type of initiation

-ete

COMPUTATION OF ENERGY PROVIDED
TO FRAGMENTS BY EXPLOSIVE

Characteristics of buist

- geometry of fragments

- number of fragments

- weight of fragments

- ejection velocity of
fragments on warhead index

e

COMPUTATION OF IMPACTS ON TARGET, TAKING ACCOUNT OF:

- acrodynamic deceleration

- interception geometry/kinematics

- target geometry

- missile and target attitudes
Positions and velocities of
impacts on target index

—

COMPUTATION OF EFFECT OF IMPACTS
- Computation of Mac-Naughton E/{S
after elimination of ricochets
- Comparison of E/{S in relation to
xdﬁcd structural kill
eshold

STRUCTURALKILL
yes or no
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CHART 7 shows the results obtained by using a model of this type for focused-burst warheads
with various weights, but all comprising 50% fragments and 50% explosive and all with the same
aspect ratio. By maintaining a constant aspect ratio, when the weight increases, the increase in
diameter and length of the warhead is limited to the minimum.

This chart shows, as a function of intercept miss-distance, the w rhead weight required to obtain
structural kill of the target, i.e. so that the number E reaches cither the threshold
corresponding to a conventional target, or a double threshold corresponding to a hardened
target. The considered interception is head-on interception and takes place at 800 m/s (speed of
sea-skimmer and interceptor).

It appears that structural kill of the hardened target:

. is obtained, even with a low weight and diameter warhead (> 1.5 u kilograms, > 180
mm) when the intercept miss-distance is within a meters,

- is only obtained with larger weight and diameter warheads (> 9 u kilograms, > 330
mm) when the intercept miss-distance is high (3.5 a meters).

3.1.1.3  Autopilot constraints

As discussed in paragraph 3.1.1.1, the autopilot time constant must be low, i.c. the flight
control system bandwidth must be high (a few Hertz). As a result, the equipment bandwidths
arcc{ﬂgh and can be, for some equipment, higher than the natural frequencies of the structural
modes.

Let us consider the conventional autopilot structure shown in CHART 8.
At high frequency:

- only the internal loop with gain K3 subsists,
- therigid missile behaves as a pure inertia, i.e. L = M/Is.

The loop , opened  before the actuator, is therefore:
K3 M/Is x Structure filter x exp (- tc s) x Actuator x IMU

The structural filter, tuned to the natural frequency of the bending modes, is intended to
attenuate the peak resonance created by these modes and capable of destabilizing the closed
loop.

The presence of this filter, which is necessary with respect to ~ ility, does however introduce a
phase lag which requires to increase the response time of the autopilot, and therefore of the
guidance loop.

The hiﬁhcr the frequency of these modes, the more the peah resonance will be located in an

area where high attenuation is produced bF the equipment, and therefore the less this peak will

interfere :the need for filtering will therefore decreasc. Morcover, the lag at low frccwcncy

introdwed by the filter, for a given attenuation, decreases when the filter is tuned to higher

frequency. So, with higher frequency mode, the autopilot time constant can be made lower with

Ercrscrjlbcd séability margin. This means that the desired guidance time constant feasibility will
¢ facilitated.

Itis therefore preferable to design an antisea-skimmer with low weight and aspect ratio for which
the natural frequency of the structural modes will be effectively high.

In sum, the target’s maneuver leads to considering the following loop:

Weight, caliber and length of warhead required to obtain
structural kill of sea-skimmer according to <
intercept miss-distance

Y

Caliber, length, stiffness, incrtia and weight of
antisea-skimmer as a function of warhead

Possible guided missile response time as
a function of structural characteristics
of interceptor missile

Intercept miss-distance with respect to
maneuvering target as a function of
response time of interceptor missile.







One of the key points in the antisea-skimmer design consists in identifying the solution which will
integrate the parameters in. this loop through a solution expressed in terms of weight of warhead/weight
of missile/guidance time constant/intercept miss-distance.

3.1:2 Definition of sec) fsfvi fiie} blished :

To obtain command extraction with the lowert possible time constant, the antenna must be a two-axis
monopulse type antenna.

Furthermore, to obtain th= lowest possible command noise, all things equal, the antenna must have the
highest possible efficiency.

This leads to a slotted flat antenna.

The antenna will therefore be formed by four basic arrays providing, by association, the sum (}) and
difference (AE, AC) channels.

The model wili incorporate the basic pattern of each slot, and mutual couplings.

The quality of the model is shown by comparing the computed model (CHART 9) with measurements
performed on the antenna developed (CHART 10) for a 52-slot antenna with a uniform illumination law.

3.13 Electromagnetic model of target: glint representation
The secker and radar use the energy reflected by the target to locate and track it.

This localization function has random interference called glint which must be incorporated in the model
when assessine verformance with respect to intercept miss-distance.

The angular glint is defined as the difference between the angular location measured and the actual
angular position of the target.

The geometrical theory of diffraction shows that the set of different geometrical surfaces forming an
aircraft radiates, in the incident direction, a portion of the energy reccived on a point located on the
surface. The position and brightness of each of these points will vary as a function of the target's
presentation and small movements of the target around the center of gravity.

The method used to model the glint consists in breaking down the target into elementary facets which
are subjected to small relative movements.

An example of glint modelization, confirmed by experience, was performed on an aircraft broken down
into 18 facets as shown in CHART 11.

The quality of this model is assessed by comparing the theoretical model (CHART 12) with the
measurements performed in carried flight CHAIET 13) under the same conditions.

An electromagnetic model of the sea-skimmer can be constructed using the same method.

3.1.4 Electromagnetic modelization of environment
3.14.1  Stand-off jammer

The stand-off jammer decreases the range (R) of the secker according to the following relation:

(Ra)* . KTE+ Py
R} KTF

=

J(RPIG A Lr
~(4x)" D

range in clear mode

rznge in jammed mode

Boltzman constant

alisolute temperature

receiver noise factor

dr:nsirf of jamming (by Hz) received in line with mixers
1in of antenua in direction of jammer
¢ ogth of reception wave

reception losses

:  distance

(RP): dinsity of jamming output (by Hz)

Where

ErORTSRER

=}

The stand-off jammer also Increases the noise level affecting the angular error measurements. However,

these effects can be reduced by appropriate trajectory shaping (sce paragraph 5) or through suitable
processing.

3142  Autcnuation duc to rain
This [s Introduced thiough tables in the mndelization process.
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3.143 Image cffect

The image effect is due to multiple reflections on the sea of incident and reflected rays.

At low incidence angles, this phenomenon results in a symmetrical image, and is similar 10 glint at higher
incidence angles.

The modelization is achieved by dividing the reflecting surface into elementary facets which re-radiate
with a retro-scatter cocfficient adapted to the incidence angles.

The quality of this model can be seen bﬁv comparing the computed spectrums (skin echo + image) with
the measurements taken during carried flight: an example of comparison is given in CHART 14.

Thfc scale of abscissas on this figure is given in Doppler frequency (100 Hz/ms'1) around an arbitrary
reference.

The spectrum observed at frequencies higher than that of the skin echo is due to noise produced by the
sources, and not incorporated in the model.

The image results in a spectrum increasing the angular error measurement noise at the end of the
trajectory and which, subscquently, can increase the intercept miss-distance.

3.144 Clutter
Clutter is due to the retro-scatier of the sea (CHART 15). This occurs when sea returns have the same

Doppler frequency as the target and have a distance related to the missile which is equal 10 the missile-
target distance within a whole number of ambiguity rankir.(f. This type of situation can occur, for
e

example, for a sea-skimmer intercepted from behind in a zone defence configuration.

This phenomenon reduces the range of the secker and increases angular error measurement noise.
The clutter computation principle is as follows.

The reflecting surface is divided into elementary facets.

P is the center of a facet.
dP is the clutter power reccived by one facet

Pe G A? 0, dS (5¢)!

dP = Gy d
d: MP distance
G: gainof antenna in direction of MP (function of Y)
Pc:  peak transmission power
8: transmission shape factor
Oy  scaretro-scatter coefficient, as a function of sca state, length of wave A and incidence B
The overall scatter power is written:

P =3 (C)dP
where C is all of the basic surfaces resulting from the intersection of the iso diztances ard iso speeds.
This results in a range reduction T

_KTBE /s

r= (groFs )
In practice,for cach point of ground is performed the computation of both and Yas well as the clutter dopples
frequency using the expression:

zy_Mism.e

This provides the scatter spectrum; the value of the target iso frequency clutter is used to compute the t.

The quality of the model can be scen by comparing the theoretical and experimental results recorded
under the same conditions (CHARTS 16 and 17).

3.2 Secker requirements
3.2.1&]1%1111&11&:

The signal-to-noise ratio is defined by the well-known relation:

s __PeG'aol
N~ (ax)? RVKTUF
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" where Pe:  average transmission power

G: antennagain -

G: targels radar cross section

L: losses -

R: target-missile distance

K: Boltzman constant

T:  absolute temperature KTBF represents the thermal noise power
B:  reception band

F: noise factor

A noise variance is used (oth)~.
The signal value is then standardized by S/N (cth)2.

The thermal noise modelization is achieved by adding a Gaussian random variable of variance
{oth)723 B for each of the two channels (real and imaginary) forming the signal,

wheref is the sampling step
B is the reception band

With P and Q representing the power levels in phase and quadrature of the signal alone, we have:
Pt Q! -% (oth)?
The real and imaginary values overall (signal + noise) are then:

oth

Real S =Pas ']
v2A.B

Imaginary S =Q+ _eth _
v2AB
where g is the Gaussian random variable with variance 1.

3.2.2 Radome aberrations
The radome aberrations are numerically compensated by means of a table and only a residue
remains. For cach simulation case, the model creates a residual aberration table for the antenna
rotation angles which vary between - 55° and + 55° in clevation and circular.

The residual aberration is modelled for the seeker through spatial filtering of a Gaussian white
noise.

'glc residues obtained are representative (CHART 18) of those obtained on a seeker (CHART
4.- FTHE SYSTEM FOR SEE L -
4.1 ipti

In view of best limiting the sccker lock-on duration to provide a maximum autoguidance
duration, in order to avoid possible lock-on on an attacker other than the target tracked by the
fire control system in a multi-target environment and to maintain the anti-stand-off jammer
capabilit{ (sce paragraph 5.1.1), the lock-on process uses no scan function. In search phase, the
antisca-skimmer computer generates the target designation to the secker made of the distance,
relative speed and missile-target angular dircction.

This target designation based on range, Doppler frcqucncz and angle uses the position and

r

velocity of ‘the target supplicd by the fire control system through the up-link, as well as the
position, velocity and attitude of the missile generated by the interceptor’s navigation computer.

The target designation is then tainted by errors induced:
- by navigation errors and their evolution (*) during flight, mainly due:
- to static errors induced in the IMU,
- to alignment errors Sctwcen the IMU trihedron and the reference trihedron,

- by target tracking errors produced by the fire control s stem which depend, in
addition to the target itself (altitude, mancuvers, speed, radar cross section):

- on the quality of the radar measurements, l.¢. the design of the radar Itself,
- the prediction/estimation algorithms of the fire control system,

. the data refresh rate of the up-link,

the alignment errors between the radar trihedron and the reference trihedron.

e re s
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]‘hesc errors which affect the target designation must remain compatible with the seeker’s

capabilities” to allow it to effectively lock on to the target. Lock-on should take place at a'range
providing a sufficient autoguidance time to compensate for errors with respect to collision at the
start of the autoguidance phase. .
Sizing of the system with respect to secker lock-on is therefore essentially aimed at definin
requirements in terms of static accuracy of the IMU, alignment precision, J\;la refresh rate an§
target tracking accuracy. 4

This also leads to sizing certain parameters of the secker and its antenna through specification of
the lock-on range an the error domain relative to distance, Doppler frequency and angle in
which lock-on should take place.

* this evolution will depend on static errors from the IMU and is conditioned during the flight by
accelerations and angular rates created by mid-course guidance and autopilot.

4.2 Mcthodclogy using numerical simulation

The numerical simulation can be used effectively during the sizing process. In view of its
objective, this simulation:

a) should show: the target’s kinematics (speed, altitude, mancuvers) and its
radioelectric representations for the sceker and the radar,

b) should integrate a model representative of radar measurements and tracking
aIFonthms. taking account of, in particular, jamming, rain, and image effect (i.e.
all the associated interference),

c) should integrate a six-degrees of freedom model of the missile flight including a
representation of the IMU measurements tainted by static errors, navigation
computations initialized with alignment crrors, mid-course guidance algorithms, a
representation of autopilot algorithms, acrodynamics, propulsion, in-flight
mechanical data, and target designation computations for the secker,

d) §houlc_i include a seecker model for which the lock-on range takes account of
jamming, rain and clutter,

¢) should include a model of the radar-missile link determining whether the missile
receives (or not) the link message on each transmission. Non-reception of the
message will have an effect on quality of target designation to the secker and
therefore on the lock-on probability. Such a model will involve models of the
receiver, the reception antenna, attenuation of the radioelectric signal through the
propulsion unit flame, the transmission antenna, and the transmitter and s ould
also take account of the environment (rain, image effect, jamming). In addition,
errors in the direction of up-link transmission should be taken into account, errofrs
gcpcnii.in‘(g on tracking (or not) of the missile by the radar and presence (or not) of a
own-link.

Using a numerical simulation of this type and for cach specificd threat, it is possible to analyze
the contribution to target designation errors on onc hand, by each of the error items taken
separately, and on the other hand, by all of the error items together.

In parallel, the extrapolated intercept miss-distances at switch homing time, supplicd by the
same simulation tool, are examined to ensure that these can be corrected according to available
manecuverability and autoguidance duration.

CHARTS 20, 21 and 22 show the evolution, during the interception, of the errors in target
designation to the sceker in range, Doppler frequency and angle. The interception concerns a
supersonic sea-skimmer (800 m/s) mancuvering with penetration + dog-leg manecuvers ; there is
no scatter on the moment the track is initialized by the fire control system and the up-link
operatesatarateof I s.

These charts show the error assessment as a function of missile-target range incorporating all the
error items mentioned above.

Chart 22 shows in particular that for a seeker with ran;zgoon axis equal to 6500 m for the
considered target and a total beamwidth of -3 dB equal to 260, the lock-on/autoguidance range
will be 5 to 6 km (provided also that the Doppler search takes place on about ¥m/s at least:
sce chart 21). As a result, if the corresponding autoguidance duration is sufficient, taking
account of the relative speed, the chart shows the suitability between the secker characteristics
mentioned above and the performance levels considered for the IMU, the alignment and the
tracking accuracy.

This type of study therefore provides a considerable aid in dcs:fnlnj the various components in
the lock-on chain and those of the radar-missile link chain, and in defining the specifications to
the secker designer relative to distance, speed and angle errors at lock-on. :







4.3 Design of the seeker with respect to lock-on

The angular acquisition domain (or basket) as a function of range is the result of the type of study
carried out in paragraph 4.2.

This domain is approached by a cone trunk defined by the main lobe of the antenna at 3dB and
by the range on a target of 0.1 m?,

Electromagnetically, this basket depends on:
- the diameter of the antenna (and thcrci:orc the diameter of the missile),
- the weight of the seeker (and therefore the transmission power for a given diameter),
- the wavelength.

CHART 23 shows the general aspect of the variations of this basket as a function of the different
parameters.

In view of the required capabilities (see paragraph 4.2) and the technological constraints, this
leads to the compromise between band/beamwidth (280)/ range  /diameter (#).

5. ANALYSIS OF MAIN REQUIREMENTS FOR MID-COURSE GUIDANCE

The mid-course guidance objectives for the antisea-skimmer can be divided into two catcgorics:
- those relative to trajectory shaping in the vertical plane following vertical firing,

- those relative to trajectory shaping in the horizontal plane following firing in a launch direction
to be defined.

Another objective must be added which is common to both planes: placing the missile at the end
of the mid-course guidance phase in a collision trajectory with the target to best initialize the
auto-guidance phase.

The definition of the mid-course guidance law and associated logics depends on the analysis of
these objectives where the contribution of numerical simulations is of major significance.

5.1 Vertical and/or Horizontal shaping:Rejection of stand-off jammers

One of the basic goals of pre-guidance is to contribute to rejecting the stand-off .
jammers in order to provide a sufficient angle with the secker antenna axis at the end of the mid-
course guidance phase. This is used to:

- minimize the power of the noise received by the secker and therefore, on a target with a low
radar cross section such as a sea-skimmer and despite the presence of a stand-off jammer, to
obtain lock-on distances which are sufficient for autoguidance,

- minimize angular error measurement noise due to jammers and their influence on intercept
miss-distances.

Aiming at a sea-skimmer protected by stand-off jammers, rejection of these jammers is obtained
by providing the nght angle of the interceptor’s trajectory,as shown in the diagram below:

E

S i L e it Stand - off
oL Jammers.
Secker antenna

E = Antisea-skimmer missile

< T T = Target
V.

77777777 TR T T T ITTTTTTTTTT

Where A is the desired angle of rejection.

The collision relation is written: VE sin d E=VBsin &

For VE = 1000 m/s, VB = 800 m/s and o 2 12° for example, 5 E > 9°5 is required, thercfore
Srd+ §, 221°

The guidance law. v ngl i -sight with the jamm inan
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5.2. Vertical shaping:
5.2.1.Tum-over;

This brings us to the analysis of the turn-over following vertical launch for a short-range

interception. As a component of the pre-guidance law, the turn-over law provides a
compromise:

- turn-over from the vertical to the horizontal plane can be achieved rapidly following exit from
the launcher since the missile speed is slow. However, this is limited to allow the missile to

climb to a sufficient altitude and attain the desired trajectory with respect to the
rejection with a reasonable load factor at the end of flight:

i-ll

®

O

e
o
i

(1) Trajectory with maximum turn-over: I'y >> 17
(2) Trajectory with limited turn-over

- this turn-over is however not limited or delayed too far so that the required load factor not be
excessive:

(2) Trajectory with limited turm-over
(3) Trajectory with excessively delayed turm-over: y>>0,

CHART 24 shows an example of trajectory shaping in the vertical plane for an interception at
2800 m.

5.2.2. Optimization of antisea-skimmer kinematic performances

The mid-course guidance law is also aimed at defining the best compromise between minimizing
the flight duration and maximizing the speed of the missile at interception. This definition is
achicved through rescarch on the optimum altitude profile. The greater the altitude, the lower
the aerodynamic drag, which is favorable to the final speed and the flight duration. However,
this produces a longer trajectory which is unfavorable with respect to the same parameters. This

uestion only arises with respect to "long” ranges for which the altitude profiles can substantiall

iffer according to the slope at start and end of the mid-course guidance phase and whic
remain compatible with the maneuverability of the interceptor.

5.3 Horizontal shapi
» 53.1 ﬂgdﬁummmm&amn

The predicted point of interception is the point in space where interception is expected to take place,
The interceptor trajectory is directed to this point at least a: the end of the mid-course guidance phase so
that the autoguidance phase begins with a collision situation.

The prediction of its position is based on an extrapolation of the target trajectory.

It is clear that the closer the predicted point of interception is to the actual future trajectory of the target,
the lower will be the errors with respect to collision at the start of the autoguidance phase and the better
will be the kinematic performances of the antisca-skiinmer on interception (speed and available
mancuverability, duration of flight achieved). It is therefore im ortant to optimize the point of
interception prediction method in this respect, taking account of the entire diversity of the specified

target trajectories (in particular, dog-leg trajectories) and all the possible positions of the ships to be
protected (self-defence and zone defence).

4-11
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In a zone defence situation, full broadside interce tion can occur when firing does not occur sufficiently
soon to provide a head-on interception (whether due to a "late” detection or a saturating threat requiring
a "late” interception) and when the engagement takes place as shown in the drawing below:

R4
Interception
int
Ship to be Z . ;
protected &~ """ £€— Sca-skimmer target

/A Antisca-skimmer

L 2 - )
Ship with
launchers
a)For interception of this with a broadside presentation, the angle E between the missile axis and

the secker antenna axis (aimed at target) is wide, and becomes increasingly wider as the speed of the
antisea-skimmer decreases and the speed of the sea-skimmer increases.

4

T+

P

Ve

E

The maximum intercept range is then limited to the range where the speed of the missile leads
to an angle § cxcee ing the maximum angular limits of the antenna.

b)With respect to head-on interceptions at the same range against the same sca-skimmer, the
Doppler frequency of the target 1s lower and that of the clutter higher. This is unfavorable to
the lock-on range and the angular error measurement noise.

¢)With respect to head-on interceptions, the broadside interceptions are less favorable in ihe
terminal phase since:

- it raises the problem of determining the part of the target which the proximity fuze
has detected,

- it does not systematically lead to an intercept geometry ensuring structural kill of the
target.

In view of points a), b) and c), itis therefore useful to implement a mid-course guidance which
limits the interception presentation angle and leads to a head-on interception whenever
possible:

Y
. Interception
Shipto be j poim
protected 3 <«— Sca-skimmer target
Antisea-skimmer
¢
* X
Ship with
launchers

This can be obtained through a horizontal shaping of the lrajcctorz. being understood that this
type of shaping is not possible for short-range interception (due to the required load factor).

Oace this law is implemented, the horizontal direction of launch of the antisea-skimmer can be
optimized, observing that, ata given angle P, the greater the angle F >

. the lower the load factor at the end of flight and the greater at the start of flight,

- the longer the trajectory, and therefore the duration of flight, the slower the final
speed.
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All of these aspects relative to vertical and horizontal trajectory shaping can be processed
through a numerical simulation integrating the models relative to the target, the fire control
system, the missile flight and the sccker corresponding to paragraphs a), b), ¢) and d) in
paragraph 4.2:

. optimization of turn-over (paragraph 5.1.2), the kinematic performances of the antisea-
skimmer (paragraph 5.1.3), horizontal shaping limiting the presentation angle and the
associated horizontal direction of launch (paragraph 5.2.27 is related to knowledge of the load

factor and speed profiles during the flight in the non-linear environment formed by the
atmosphere.

- the study of the influence of the stand-off jammer rejection function (paragraph 5.1.1) aad the
horizontal trajectory shaping in zone defence with respect to clutter (paragraph 5.2.2) requires
the use of a seeker model within the guidance/control loop and with the representation of the
geometry and flight kinematics which the considered simulation provides.

6.- TYPES OF NUMERICAL SIMULATIONS AND THEIR USES
Several types of models or numerical simulations can be distinguished:

- sg/zl:ciﬂc and dctailed models of missile and airfframe equipment: this concerns the seeker,
IMU, proximity fuze, warhead, steering control components, missile computer, structure
modes and those relative to acrodynamics and propulsion.

At first these are schematic models, then models of developed equipment, obtained when
necessary through identification, used for fine behaviour study and logic development (secker
and autoguidance). Detailed comprehension of their operation often proves to be of major
importance as part of their specification.

'

models of more or less simplified equipment depending on the case, and simplified
simulations for which the number of %cgrccs of freedom may be limited and may only
represent certain phases of the interception. These simulations are used to analyze certain
requirements (such as those relative to autoguidance, for example) and are useful in
generating specifications.

missile flight simulaticns (6-degrees of freedom models) in all ﬁhascs. associated to an overall
fire control model, the secker and the environment models. These arc "one-on-one” or "one-
on-many” models.

The missile model integrates all of the equipment models which may be more or less simplified
depending on use.

This type of simulation is useful to define certain requirements (relative to propulsion, drag,
weight, etc.) to draw up specifications (for example, those subsequent to studies on secker
lock-on) for the purpose of precise studies (for example, study of mid-course guidance).

These form the references for hardware on-the-loop simulations, for preparation of in-flight
trials (nominal trajectory, scattered trajectories), and for interpretation of these trials. The
models built into the simulations are therefore updated throughout all these development
phases.

Finally, these simulations are used to assess the performances of the anti-missile system:
. performances relative to intercept miss-distances and kill probabilities,
- performances relative to firing and interception envelopes,

- performances relative to scenarios which are extremely dificult or even impossible
to process under in-flight trials, whether for technical or financial reasons.

. the technical-operational simulation (many-on-many) which, fed by the kill probabilitics
generated by the one-on-one or onc-on-man¥ models, contributes to definition of the firing
policy algorithms and is used to assess the defence capabilities of the system under saturation
attack conditions.

These simulations, developed methodically and thoroughly, are used to precisely predict an in-
flight trial. In this way, they achicve a reliability standing which is indispensable when, in view of
the complexity of a given scenario, the system is not tested \hrough an in-flight trial, but assessed
through simulation only.

The search for this level of reliability motivates the engineer to obtain the most refined models,
building a more and more complex simulation throughout the development process.

This is inevitable. However, this should go hand in hand with control of computation durations
and costs which, for an anti-missile system as complex as this one, could quickly become
incompatible.
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Target isovelocity

Target isorange
Targetisovelocity results of the intersection with ground of two cones definit by :

Vr=V_  cosa + E--
M 22

B
Ve = VM cosa — _‘L\

22

where : Ve :Target missile radial velocity
VM : Missile velocity
8  :réceptionband width

Target isorange results of the intersection with ground of two spheres centred on M with a radius
of MB & kAr & 5r

where : A= "
r

fr : repetition frequency
C :light velocity
&r : duration of the range select window
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Measurement of clutter spectrum
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Modelisation of radome aberration residue
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ADVANCED MISSILE GUIDANCE
b

y
R. V. LAWRENCE
senior Principal scientific Officer (PP)
pefensive Systems Department, Royal Aerospace Establishment,
Farnborough, Hampshire GUl4 6TD, UK

SUMMARY

The paper discusses the problem of bringing a missile into collision with a moving
target.

The zero-control miss (zcM) guidance concept is {ntroduced. It is shown how errors
in the estimates of the current system state and the future zero-control response cf the
system lead to errors in estimating the ZCM, and consequently how the missile gsuffers an
aiming error. The missile generally suffers a miss, because of its limited ability to
follow the changing error, due to restricted bandwidth and control saturation.

Optimal control laws based on the 2ZCM are derived, and expressions for the ideal-
ised terminal miss obtained. The equations suggest how the target might choose an optimal
evasion strategy to maximise the miss. This leads to some discussion of game theory, and
the basis for multiple hypothesis guidance.

1. INTRODUCTION

The primary function of a missile guidance system i{s to bring the missile into col-
lision with the target.

A 'common sense’ method of achieving this is to configure the guidance 8O that it
brings the missile onto a heading which results in a collision with the target. This is
equivalent to bringing the missile into a state which will evolve into a collision state,
given no further missile control input.

By implication, the expected gzepo-control miga on the collision trajectory is zero.

one control strategy therefore is to bring the missile into a state for which the
expected control-free miss is zero.

This approach {nvolves an element of prediction. 1t is necessary to estimate the
current missile-target relative state, and to predict from it the future missile-target
relative trajectory, given zero missile control. From this, the closest pass can be pre-
dicted, and used to construct a control for the missile.

The zero-control miss concept was, to the Author's knowledge, first mentioned
in the UK in connection with joint missile guidance research between MOD and BAC
(later BAe). Nesline and zarchanl developed the 1zero-effort miss' concept in the US
in connection with modern guidance. The full background work upon which this paper
ig based 1s described by Lawrence in Ref 2.

2. CRYSTAL BALL GAZING

As we shall see later, the 'common sense' zero-control miss jdea is confirmed by
optimal control theory. 1f the system is linear, or can be linearised, the control-free
final state at time te (the time of closest pass) can be written

Rg(8), up = lEgrOIXIE) (1)
C

where x(t) 1is the missile-target relative state vector at time t . and ¢(tf,t) is the
state transition matrix for the interval t to tf ¥

Optimal control theory suggests that the best control for the missile is some 1lin-
ear combination of the state variables in xg(t) . The linear combining matrix, which is
generally 2 function of t . emerges from the theory.

We cannot know the system state x(t) precisely. However, measurements on x will
be made by some guidance sensor, such as a seeker. Using these measurements, we must con=
struct an estimate of x(t), x(t) . An estimate of the final system state in the absence
of missile control is then

' xftt)uc_o = O(tf,t)x(t) . (2)

The control-free gtate transition matrix ¢ contains a priori i{nformation about the
behaviour of the target and missile in the interval t to tg . our knowledge about the
target behavlour will generally be very l1imited. Unless we kgow the target strategy, We
can only guess at the target components of ¢ .

Ideally, our knowledge about the future control-free miseile behaviour shoull be
perfectly complete, because we designed the missile! However, in practice, because of
uncertainty about the aerodynamics, we cannot know even the missile components of ¢

precisely. :

PO ¥ %
& e '. ¥
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since both x(t) and ¢(t,.,t) are uncertain, our estimate of the control-free
end state, computed at time t , must be

xf(t)uc-o = 0(t£,t)x(t) i (3)

By our assumptions of linearity, ¢ 1is not a function of x , and 8O ¢ and x are
uncorrelated, and hence

xf(t,uc_o = o(tflt)x(t, . (4)

Writing "
X(t) = x(t) + x(t) (5)

where X 4is the error in the estimate % , and similarly for the other variables, we
find that

if(t)uc=0 e o(tg,t)x(t) + Blte t)x(t) . (6)

since the estimate iftt)u is used to construct the missile control, the error will
c

=0
cause the guidance to taim' the missile incorrectly. It will, therefore, be guided to-
wards the wrong point in space. The prediction error icf(t)u is the primary cause of
miss in all guided weapon systems. c=0

\
The prediction error tends to get smaller as the missile-target range falls, parti-
cularly in a homing missile system, because

(1) the guidance sensor is closing with the target,
and (11) the prediction interval is getting shorter.

Usually xg(t) tends to be oscillatory, SO that the aim point oscillates around
the collision point. However, it can also be biassed.

The final miss is determined by two primary factors =

(1) the magnitude of the prediction error throughout the flight, and particularly
in the final stage;

(11) the ability of the missile to follow the changing aim point.
(1) is associated with an estimation problem, and is information limited;
(11) 1= associated with a control problem, and is missile agility limited.

The prediction error if(t) may fall to zero as t approaches tg o« but this does

not necessarily mean that the missile will hit the target. It will only do so if it is
agile enough to follow the demanded aim point motion throughout the terminal phase.

If the missile is sluggish the control-free state transition matrix o(t.,t) will
be a complicated function of the missile response parameters. Hence s(t,.,t) "will be
heavily influenced by any uncertainty in the missile response. The predigtion error will
in turn be dependent on this uncertainty.

The more agile the missile, the smaller the terms in 0(tf,t) , and the smaller are
those in o(tf.t) v

Missile control response limiting can have a serious effect on the miss. Many non-=
linear elements can be approximated by an equivalent gain, or describing function, Ga
This turns out to be a function of the variance of the missile control input, ug - As
var(uc) increases, ‘a reduces. The result tends to be a rapid f£all in the ef%ective
guidance loop gain in the very last stages of interception. A significant increase in
miss distance results.

2.1 The optimal state estimate

The predicted terminal state Xg(t) 1s used to generate the missile control. Since
we require the variance of the controi to be minimal, we desire %c(t) to be a minimum
variance prediction. Hence %(t) should be a minimum variance estimate.

2.2 Information limited performance

The fundamental cause of the miss is uncertainty, about the current state x(t)
and about the future behaviour of the system e(te,t) The prediction error due to this
uncertainty induces an aiming error, and the actual miss is determined by the ability of
the missile to track the reducing aiming error as the uncertainty falls.

For a given missile agility, the nissile performance is information limited.
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3. THE ZERO-CONTROL MISS

For a linear system, the zero-control miss, a gcalar quantity, can be written as

z(t) = g (tot)x(t) (7)

where g is called an adjoint, or co-state vector. If only the miss distance is of pri=
mary concern, z(t) 4is used to construct the missile control.

3.1 Lag-free missile, non-manoeuvring target

We f£ind the zero-control miss, as a function of missile-target range I o to be
given by

z(r) = uB(r)r2/V ’ (8)
where wg is the inertial sightline spin and V 1is the missile-target closing speed.
At Simple lag missile, non-manceuvring target

We find

2 (rl-r)/d /62
z(r) = us(r}r /N - amsy(r)d(r -d-e (r1 - dﬁ B (9)
where 'msy is the missile acceleration normal to the sightline, and

d = VT

is a 'characteristic distance' for the system, T being the missile lag time-constant.

The distance r; 1is some small range below which the miss distance 1is effectively unal-
terable by system inputs.

3.3 Quadratic-lag missile, non-manoeuvring target
We find
z(r) = ws(r)rz/v + gpangy (B Gabney () 7 (10)
where g and g are complicated functions of the missile quadratic response parameters,
in parti%ular the3characteristic distance

[s} (- _\i '

W

o

where wq is the missile natural frequency.

3.4 Lag-free missile, weaving target

2 r-r 5 -r
gifz) = us(r)rzl"-' ¢ (%) {{1 = cos(—E——l) + -El- sin(f—a——l)} _—
r = T : 5 -r
- {%-sin( 3 1) - ?1 cos i l)latsy] ‘ (11)

where d = V/uw -~

w being the target weave frequency, and &, ..s ayq are the components of tha weave
aflceleration in sightline axes. = Y
4 OPTIMAL CONTROL

Consider a system whose linearised dynamics is

%(t) = A(t)x(t) + B(t)ult) (12)

where u(t) 1is the total control input due to missile control, target control, and system
disturbances, ie

u = u, +ug +uy . (13)

At some end time £, o the system state is

t
x(tl) = 0(t1,t)x(t) +f.(t.1)ﬂ(r)uc(r)dt +wn ’ (14)
&
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where W is a perturbation due to the target and disturbance parts of the control.
Generally we want to choose u_ 80 that x(tl) is close to some desired end state.

A frequently used, mathematically convenient performance index (PI), which
measures the missile effectiveness for a given control energy, is

b
1
T(eget,) = B{x (&) PLEIX(E)) +[ Wl (1R (rug(drp (15)
£
0

J(t ,tl) measures the weighted sum of the mean-square end-state and the weighted control
ene?gy used in the interval t, to t1 .

We seek the seguence of control vectors, Or control functional, which minimises J .
This is the so-called optimal control.

mhe solution of this problem yields the optimal control
-1 L2
uo(t) = = R, (£)BT (B)P(E)x(t) o (16)
where the weighting matrix P obeys the Ricatti equation

Ega(—:’— = - B(LJA(E) - AT(£)P(E) + P(t)B(t)R-zl(t)BT(t)P(t) ) (17

Tha end-condition P(tl) defines the weighting on the terminal state x(tl) .
4.1 Optimal control in terms of the ICM

It is poss'ble to transform the optimal control aquations for the full state X
into equivalent ones for the expected zero-control miss (EZCM) ,2 .

For a linear system the EZCM is given by

Z(8) = griee)x(®) . (18)

The dynamical equation for the EZCM is

3(t) = g (t,&)B(EIult) . (19)
The opt’mral control turns out to be
iy Tin T
uo(t) = = Ry (g'B) P,z - (20)

P, is related to the full state weighting P by

P=gPg - (21)
I7 +he EZCM 1is scalar, then soO is Pz 5

mo ncmpute the optimal control for the 2z sycstem, we must know the vector
g(tl,t} which links z toO the system state X .

Examples of g have been inferred earlier for various missile and target
hypotheses.

The weighting Pz , which is scalar, obeys the equation

2
f’z(t) = R;]'(t)[gT(tl,t)B(t)Pz(t)] 8 (22)

The end condition for Pz can be chosen as

Pz(tl) = 1 . (23)
Using d a !
x x =
% * & I ! (24)
the tima—dependent dynamics can be transformed into a range-dependent dynamics, to obtain
& . (g'B %p_z/VR, (25)
and
dp

i AL (26)
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where V is the missile-target closing speed.

The optimal (scalar) control is
dgl) = = qTBPszlz(r) g (27)
The solution of the scalar Ricatti egquation for P is

z
-1

T, T 2

(q (rl.r)B(r)) dr

Pz(ro) = 1 [ = (28)
r, 2

which can be solved analytically if we make some approximation for V .
These various equations can be used tc design an optimal control law for any speci-

fied system, simply by making the relevant substitutions for the particular g and B
vectors.

0f course, it may not be a trivial matter to obtain an algebraic expression for gl

It is worth remarking that the miss due to initial heading error under optimal con-=
trol can be obtained by noting that

dz z
Eﬁ: - -ﬁz (29)
The solution of this DE &t =X, {s the expected miss
m = z(rl) = z(rﬂ)Pz(ro) . (30)
5 EXAMPLE CONTROL LAWS GENERATED BY THE THEORY
Applying the theory to the missile-target system, for which the sightline spin
evolves according to the DE
2 a = .
&S=-2-§-ws+t5r“‘5 y (31)
we obtain the followlig results for three simple cases.
551 Lag-free missile, constant velocity target
We find that the optimal control is
(r) = 3v:3ms 2 3V (32)
YoF ) 3R2V3 ¥ r3 - ri Us
This is proportional navigation (PN) with a navigation constant of 3.
5.2 Simple-lag missile, constant velocity target
The optimal control is
ol 3¢, (r,d) {vmg - Ay g £, (x, a0} ' -

v
3:12(;) v £,(r,a)

I
-
1
Hio

where fl(r.d) + % e—a/d ;

3 3 2 2
_ (r-a b\’ _ 3 [,-asa b2a -a/d) b2a
fz(r,d) = ( ~ ) + (r) -;3' {E (Zbdr + =3 e + 2bdr1 + T} 3

and "
= VT .

The parameter d is a ‘'distance constant’ associated with the missile lag T .

At long range, the terms involving d are insignificant, and the optimal control
converges on PN . The effect of these terms becomes important as the range r become~
comparable with 4 .

L Lag-free mi ssile, target weaving at frequency Wy

The optimal control is

uo(r) = uyy + Ugyo + U5y (34)
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where 3

2 ST r - T

- 3rd r ( 1) 1 (’ 1)}

u L =~ = sin - cos . F—-—
03 3R2V3 i r3 L ri{d d d d tay
or, approximately

ayrr @ vey + 3(2) {(1 - con(5) seax - (3 - *(8) am}

a4 = — . (35)

and

This is PN with additional terms due to the target weave. The extra terms are signifi-
cant only wnen r becomes comparable with da .

6 COMMENT ON PN GUIDANCE

As we have seen in section 5, proportional navigation guidance emerges as a solu-
tion to the optimal control problem when it is hypothesised that the miaslle is lag-free

and the target non-manoeuvring. It is based on a hypothesis of the zero-control miss
(from section 3.1)

) = e (DTN (36)
and yields a demand for missile acceleration, normal to the sightline, of

amsY = KnVua f (37)

where K. ig the navigation factor, recommended by optimal control theory to be 3.

As we have seen, 1f the hypothesis is incorrect, ie the missile is not lag-free and
the target manoeuvring, PN guidance is non-optimal. There are extra terms in z(r) which
a;a tanur-d by W Thiw s why PN fails to achieve & small miss distance in the
HEHWER] BANM|

IWIEE MEHRE HuLdaie |y

nl
R

As we have meen, the usa of linear optimal control theory suggests higher ardey lAwA
which are effectively linear modifications of PN, Over the years, mnny wurkers have
suggested specific modifications of PN which are often referred to as augmented PN' (APN)

control laws. They correspond to specific hypotheses of target manoeuvre and minsile
response in the optimal theory.

7 THE 'TERMINAL MISS

The dynamics of the missile-target state, and that of the state estimator employed
to generate an estimate of the state, can pe summarised (in the linearised case) by

%% = Fx + Gu (38)

where x is the joint state vector (obtained by adjoining the true and estimated state
yectors), r 1is the missile-target range, F 1is the closed-loop dynamics, u is an
input due to target manoeuvre, seeker noise etc, and G is an input distribution matrix.

when u 1is zero, the joint state at some small range I, is

nltl) = ”"'1"'0)"("0" ' (39)
T L FIE W HNEAR [ HAR nERER EEARRLELAR MAKELR ARA Ey Ln bHe LRLELR] eaHyel
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wWhen the input u is non-zero, x(rl) is given by
vy
x(r,) = O(rl.ro)x(ro) * f Hrl,r)G(r)u(r)dr i (40)
Yo
The miss distance can be shown to be given approximately by
2
w (e )
a s 171
m e - (41)
Consequently, if wg is the first element of x , we need only the first row of ¢ to
compute the miss. Call this row ZT . Then
2 1
Py o T
m = = |2 (rl,ro)x(ro) # j Z (rl,r)G(r)utr)dr s (42)
Yo
The miss due to target manoeuvre and noise is thus
r
rf i T
m = = f Z (rl,r)G(:)u(r}dr . (43)
-
Z obeys the adjoint differential equation
dz _ _ T
= - F 2 (44)
and has the initial condition
T
Z(rl,rl) = [1 0 0 i wl s (45)

Z can thus be computed for all r .
Tl Miss due to target manoeuvre against PN guidance

If we suppose that our missile is effectively lag-free, and employs PN guidance as
its interception strategy, using a quadratic lag state estimator to form an estimate of

the sightline spin wg , then we find that the miss due to target acceleration aggy «
normal to the sightline, is given by
2
rf o thrl.r)
ma e ;2 f _I.'_— atsy(r)dr e (46)

iy

7.2 Optimal target evasion strategy

From equation (46), it is clear that there is an optimal counter-strategy to the
missiles' PN strategy (which is based on a hypothesis of zero target manoeuvre) . To
maximise the miss, the target should choose its acceleration aggy(r) so that the term
under the integral is always of one sign. It should reverse the sign of atgy whenever
the adjoint variable Z, changes sign.

To achieve this, the target needs information. It must know the range r , and
have a model for the dynamics of 2 .

8 GAME THEORY

For a given deterministic target strategy, T1 , there is an optimal guidance law,
Gl , which will minimise the miss distance.

Against this guidance law Gl, there is an optimal target counter-strategy, T
which will marimise the miss.

And so-on, ad infinitum.

Each guidance law requires estimates of the target manoeuvre states. An optimal estimator,
embodying a model of the target manceuvre strategy, can in principle supply these esti-
mates. Its estiwation accuracy depends on the noise level from the homing seeker, and

the accuracy of the target model.

To implement any particular optimal control, we require information, or intelligence,
about the particular target strategy.
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9 MULTIPLE HYPOTHESIS GUIDANCE

Fig 1 shows the structure of a guidance system. Observations on the true missile-
target relative state x(t) are made by the missile seeker. These reasurements are used
in an optimal estimator to construct an estimate of the relative state, x(t)., The out-
puts of inertial instruments are used within the missile model parts of the estimator.
Both the seeker and the inertial instruments may be strapdown devices.

Using the estimated state %(t) , an optimal controller constructs control inputs
for the missile.

The 'missing block' in Fig 1 is the target model. In the absence of a priori data,
we can only hypothesise about the target manceuvre motion.

Fig 2 shows the structure of a multiple hypothesis guidance system. Multiple hypo-
theses of the possible target behaviour are run in the guidance state estimator. The
estimator consists of a bank of extended Kalman filters. The residnals of each filter
are monitored, and compared with the residual variances predicted by the optimal theory.
The hypotheses are thus weighted according to their likelihood.

Each estimator hypothesis is paired with a corresponding optimal controller. The
most likely hypothesised state estimate is used to cons-ruct the missile control, via its
associated optimal controller.

This approach is currently being examined. It shows promise in those cases where
a priori intelligence about target behaviour is available. It is unlikely to work well
in situations where the homing seeker is very noisy, because of the resultant poor dis-
crimination between alternative hypotheses, or where the diversity of the target behaviour
is so wide that the hypothesis space cannot be adequately sampled. In this latter case,
the target behaviour may be effectively unpredictahle, ie noise-like, in which case the

domain of the hypotheses might best be regarded as noise power spectral density. In
Ref 3, Maybeck discusses such an approach.

10 CONCLUSION

We have discussed the problem of bringing a missile into collision with a moving
target. The expected zero-control miss (EZCM) guidance concept has been introduced. It
has been shown how errors in the estimates of the current system state and the future
zero-control response of the system lead to errors in estimating the EZCM, and conse-=
quently how the missile suffers an aiming error. The missile generally suffers a miss,

because of its limited ability to follow the changing error, due to restricted bandwidth
and control saturation.

Expressions for the EZCM have been indicated for the case of a hypothesised non-
manoeuvring target, where the missile has a lag-free, simple lag, and quadratic lag res-
ponse, and also for the case of a weaving target with a lag-free missile.

Example optimal control laws based on minimising the mean-square EZCM subject to a
constraint on the control energy have been derived. Because of the linearity assumptions,
the laws are linear modifications of the proportional navigation (PN) law, which turns
out to be optimal to a non-manoceuvring target, lag-free missile hypothesis. The additional
terms in the high order laws are significant only when the missile approaches within some
characteristic distance of the target, determined by the closing velocity and the charac-
teristic time constants of the system.

Expressions have been derived for the idealised miss due to initial heading error,
target manoeuvre, and noise. Given that the missile employs some particular guidance law
which is optimal to some particular hypothesised target behaviour, and which minimiseas the
miss given that the target actually exhibits that behaviour, the equations suggest how the
target might choose an alternative behaviour which maximiges the miss, and therefore cor-
responds to an optimal evasicn strategy.

The concept of multiple hypothesis guidance has been briefly introduced.
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Micro Based Technology - A New Tool For
Missile Guidance System Design and Visualization

Paul Zarchan
The Charles Stark Draper Laboratory, Inc.

Abstract

This paper shows how simulation output can be generated and enhanced, in real tirve,
with the computational horsepower and graphics visualization technology which is currently
available with microcomputers. Examples are presented which demonstrate how
microcomputer bared technology offer the designer a visualization which not only gives a
deeper insight into the problem being solved, but in addition allows and encourages rapid
{turation in order to get an acceptable design.

Introduction and Overview

In the last five years we have witnessed a proliferation of desktop personal computers
unimagined only a decade ago. The 32-bit 80386 and 68030 microcomputers are
computationally as powerful as a mainframe was only 10 years ago. Currently $5000 of
microcomputer provides about as much computational horsepower as a $500,000 super
minicomputerl. The intent of this paper is to show how the power of the microcomputer can
be harnessed by the missile guidance system engineer, not only to computationally solve useful

guidance system related problems, but also to provide a visualization which can be used to
speed up the design process.

The paper presents several interceptor guidance system related examples which, until
recently, were normally solved on mainframes. It is first demonstrated that these examples can
be made to work on mictocomputers with CPU running times which are very attractive and
turn around times (i.e. time for engineer to get the answer in a useful form) that are far
superior to that offered by a time-shared mainframes. It is then shown how these answers can
be enhanced, in real time, with the graphics visualization technology which i3 currently
available with microcomputers. The enhanced answers will offer the designer a visualization
which not only gives a deeper insight into the problem being solved, but in addition allows the
user to rapidly iterate cases to get an acceptable design.

The first example presented is that of a rate gyro flight control system for a tactical radar
guided homing missile. The purpose of the example is twofold. First it is used as a reference to
compare answers and CPU timings from a variety of hardware platforms in the
microcomputer, minicomputer and mainframa worlds. Next it will be shown how
instantaneous graphicai output from both a time and frequency point of view enables the
designer to rapidly understand the influence of the autopilot gain on the relative stability and
performance characteristics of the flight control system.

A second example considers a satellite in circular orbit. The paper first shows how the
satellite can be simulated on a microcomputer. Next it is shown how commercially available
mapping data bases can be incorporated in the satellite microcomputer simulation to provide
geographical context to the resultant satellite ground tracks. Finally it is shown how linear and
orthographic transformations of the mapping data and satellite trajectory provide
complementary three-dimensional visualizations on a two-dimension al microcomputer
screen.

A final example extends the satellite simulation to include a strategic surface-based
interceptor pursuing the satellite. It is shown how the use of dialog boxes with edit fields and
buttons can be used to input simulation data and provide the user with complex options in a
*user-friendly” way. It is also demonstrated how the simultaneous presentation of information
in different windows provides insight which Is invaluable in understanding interceptor
performance related issues and in visualizing the engagement.

Rate Gyro Flight Control System Exsmple

In order to {llustrate the use of graphics in an interactive microcomputer environment, a
representative example, is taken from missile guidance and control. A rate gyro flight control
system for a radar guided missile2 is shown In Fig. 1. The purpose of this flight control system
is to ensure that the achleved body rate follows the body rate command. The gain, K, provides
unity transmission between input and output while the autopilot gain, KR, influences the

. system dynamic response, In this flight control system the autopllot generated fin deflection

command, 3¢, Is sent to the actuation system. This electrical command is converted by the
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" actuator to a mechanical deflection, through an angle 8, of the missile's control surface. The

control surface deflection causes the missile body to pitch. A rate gyro ls used to measure the
achieved body pitch rate thus completing the feedback path. In this simplified model the body
pitching can be described by rigid body dynamics expressed as differential equations or in
transfer function form as shown in Fig. 1.

ACTUATOR ~ RIGID BOOY DYNAMICS
1 Ka “QT ﬂd

2§ 2
1+ —,—AF-lo'H‘
AF @

TR

RATE
GYRO

1
Figure 1 Rate Gyro Flight Control System

From Fig. 1 we can see that the differential equations that govern the system behavior are
glven by

de de
== = --K,0-K.T 22
dt 3" 3 a'dt

= K-d8
: KR( dt)

28
dzﬁ m2 -..._Aié
_.A(Bca = m)
dt

N

2 2
de -mz (5.9_ ;AF de)
AF dt

©
AF

gml

where the autopilot gain, K, provides unity transmission and can easily be shown to be

‘l-KHKa

-K
RKG

K=

Nominal parameter values for the rate gyro flight control system appear in Table 1.

Symbol Name Definition Value

CA za Actuator damping -

WA oma Actuator natural frequency 300 rad/sec
K3 k3 Alrframe gain -2sec’]
Ta ta Alrframe turning rate time constant 2 sec

CAF zaf Airframe damping o

OAF waf Alrframe natural frequency 10 rad/sec
Kr kr Autopilot gain 1.5sec

Table 1 Nominal Rate Gyro Flight Control System Parameter Values

This flight control system can be simulated using FORTRAN and the second-order Runge-
Kutta integration technique3 for solving the preceding differential equations. The program
listing of the rate gyro flight control system appears in Listing 1. We can see, that because of the
high frequency actuator dynamics, a very small integration step size is required (H=.001 sec) to
accurately numerically integrate the differential equations. The system differential equations
appear after statement label 200. Special logic is included in the listing so that the answers are
displayéd every .005 sec.







. INTEGERSTEP . _ : £
y 'REALKKRK3I = "~ aamal
DATA ZAWAX3,TAZAF,WAF/.7300.-22..1,10./
DATA KR, THDC/15,1./
K=(1-KR*K3)/(-KR*K3)
DEL=(.
DELD=0,
E=0,
ED=0.
T=0.
H=.0001
S=0.
5 IRT.GE.1.)GOTO 999
S=S+H
DELOLD=DEL
DELDOLD=DELD
EOLD=E
EDOLD=ED
STEP=1
GOTO 200
66 STEP=2
DEL=DEL+H*DELD
DELD=DELD+H*DELDD
E=E+H*ED
ED=ED+H*EDD
T=T+H
GOTO 200
55 CONTINUE
DEL=.5*(DELOLD+DEL+H*DELD)
DELD=5*(DELDOLD+DELD+H*DELDD)
E=5*(EOLD+E+H"ED)
ED=.5*(EDOLD+ED+H*EDD)
1F(S.GE..004999)THEN
S=0.
WRITE(9,*)T,THD
END IF
GOTOS
200 CONTINUE
DELC=KR*(K-THD)
DELDD=WA*WA" ki C-DEL-2.*ZA*DELD/WA)
EDD=WAF*WAF*(DEL-E-2.*ZAF*ED/WAF)
THD=-K3*E-KA*TA*ELD
IF(STEP-1)66,66,55
999 CONTINUE
PAUSE
END

Listing 1 FORTRAN Simulation of Rate Gyro Fiight Control System

The translent response of the rate gyro flight control r, stem with a 1 deg/sec step input is
shown in Fig. 2. From this figure we can see that initiauy the system output overshoots the
input (i.e., output body rate reaches a peak of 4 deg/sec) but eventually follows the input. The
response is stable and appears to be well behaved for the autopilot gain setting of Kr=1.5.

2 . gt

g:{\\
;
g

0.0 0.2 ‘ 0.4 0.6 0.8 1.0
; : Time (Sec)

Figure 2 Nominal Response of Rate Gyro Flight Control System
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The simulation of the rate gyro flight control system, using the FORTRAN source code of
Listing 1 was solved on microcomputers representative of the 8-bit, 16-bit, and 32-bit world and
thelr running times were compared in the 1987 time frame.2 The machines used in this
comparison were the original IBM PC, an improved PC, an IBM AT, a Macintosh Plus, and
Macintosh I microcomputers. The performance of the machines are compared with and
without math coprocessors.  Table 2 presents the running time comparisons.

Coprocessor IBMPC  Improved PC IBM AT Macintosh Plus Macintosh II

Out 520s 75s 39s 6ls 154s

In e 40s 3Ss 74s

Table 2 FORTRAN Running Time Comparison For Rate Gyro Flight Control System Example

Table 2 indicates that the original IBM PC is very slow, compared to the other machines
on the rate gyro flight control system example. However, newer versions of the 4.77-Mhz, 8-bit
IBM PC and clones are significantly faster (and less expensive too). For example, the IBM AT is
about twice as fast as the improved IBM PC, and the Macintosh II is four times faster than the
Macintosh Plus. Addressing the math coprocessor significantly improves the speed of both the
Macintosh II and the improved IBM PC. However, addressing the math coprocessor on an IBM
AT results in negligible speed improvement. The performance improvement for the IBM AT
is not as significant because the math coprocessor operates at 4 Mhz whereas the machine is
running at 6 Mhz. From Table 2 we can see that the 32-bit Macintosh II is nearly 35 times faster
than the original 8-bit IBM PC. When the math coprucessor is addressed, it is nearly 70 times
faster. The current generation of 25 Mhz 80386 clones and 68030 based microcomputers are

even faster than the Macintosh II. Clearly there have been many improvements since the
introduction of the first IBM PC.

The sample problem was also run in FORTRAN on two super minicomputers and one
mainframe computer. The running times are summarized in Table 32

IBM PC IBM AT Macintosh II VAX/785 VAX/8600 IBM/3084Q

520s 35s 74s 31s 0.74s 0.61s

Table 3 Microcomputer, Minicomputer, Mainframe Running Time Comparison

In this table the running time for the larger machines corresponds to CPU time with a
single-user load on a time-sharing system. Usually large machines are shared among many
users, and the CPU time is indicative only of what the user is charged for a session. In addition,
on large machines the turnaround time (the elapsed time it takes the user to get the output)
may be hours, even though the CPU time may be in seconds. On a microcomputer the CPU
time is the turnaround time. Nonetheless, Table 3 indicates that the Macintosh II is only 2.4
times slower than the VAX/785 and 12 times slower than the mainframe. Considering that the
Macintosh II costs about $5,000, whereas the VAX/785 is about $250,000 and the IBM/3084Q is
several million dollars, the comparison is more impressive. Most importantly, the sample rate
gyro flight control system problem could be solved on a microcomputer in a very reasonable
amount of time.

Open-Loop Transfer Function

Valuable information is available from the time-domain simulation of the system
differential equations. However, additional information is also available from the system
open-loop transfer function. The concept of the open-loop transfer function is the basis of
feedback control systems analysis. While the whole open-loop transfer function is interesting,
its frequency response characteristics are most useful to the designer when examined in the
frequency domain. Both relative stability and robustness can be determined from an analysis of
the magnitude and phase of the open-loop frequency response, and even more importantly, the
designer can determine from it , what changes to make in the system dynamics in order to
achleve design goals.45 riedg 3
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with some parameter whose value the designer can control to achieve a desired characteristic.

For example, we can break the loop of a single-loop feedback control system at the error signal
as shown in Fig. 3.

x=0 e 2(9)

e,(s) y
S

Figure 3 Sample Open-Loop System
In this case the open-loop transfer is defined as

e (s)

_/ Hels)= 91(5) =A(s)B(s)
2

In order to fully understand open-loop concepts, it is first required to understand the
mechanics of finding the magnitude and phase of an open-loop transfer function. This can be
done by replacing the complex frequency s in the transfer function with

s =jo

where
j=(-1)1/2
Usually the magnitude of the open-loop transfer function is expressed in db where
db=20log]oMagnitude)
and the phase is expressed in degrees.

With the open-loop transfer function other quantities are also important. For example,
the gain margin gm is the value of additional gain required at the loop break (assuming the
phase remains constant) to cause instability while the phase margin épm is the amount of
phase lag required at the loop break (assuming that the gain remains constant) to cause
instability. In addition to these margins, crossover frequencies are also of interest. The gain
crossover frequency @y is the frequency at which the open-loop magnitude is unity, while the
phase crossover frequency @1gg is the frequency at which the open-loop phase is -180 deg. Both
these crossover frequencies indicate the frequency of the ensuing oscillation in the time
domain, should the system go unstable due to an increase in gain or decrease in phase.

In order to demonstrate the utility of the open loop transfer function, let us revisit the
rate gyro flight control system of Fig. 1. Figure 4 shows the same system, except this time the

loop is broken at the error signal. The loop is broken here because the designer can control the
autopilot gain KR.

1
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" The open-loop transfer function s the transfer fiinction round the loop when the loop -
. is broken at a point. - Although the loop can be broken anywhere, it is usually broken in series
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GYRO

. . RIGID BODY DYNAMICS
Figure 4 Open-Loop Model Of Rate Gyro Flight Control System

From the definition of open-loop transfer function, we can express HG(s) as

-KgK(1+T 3)

HG(s)=

2%, -2 2C..8 27
1 — 1 L=
AF )

By going to the complex frequency domain we can rewrite the open-loop transfer function as

“KgKgl(1+] oF )

HG”U)-
2
SRR B
mA o o ®
A AF AF

where care has been taken in the preceding equation to separate the real and imaginary parts.
The magnitude and phase of the open-loop transfer function can now be expressed as

1+m2T2
[+ 4
HG(jo)k -K K i
l }- L RN 12T 2% :
1- 2 + A 1'__2" ] ——
mA mA mAF mAF
\ -
~ 2o - 28 mAF—
(DA w
-1 A -1 AF
AG(]m)- tan @T_-tan 2 - tan 2
L. 1-—7
oy A L “aF

Therefore the open-loop gain (magnitude) and phase can be expressed in conventional units as
Gain = 20log1g | HGGw)!  (db)
Phase=57.3 [HG(J )  (deg)

Designers have found several useful ways of displaying open-loop data. One of these
ways is a Bode plot in which the magnitade, expressed in db, and phase, expressed in degrees,
are displayed versus frequency on a logorithmic scale. The preceding equations were

in FORTRAN in order to generate a Bode plot for the rate gyro flight control
system and the resultant program appears in Listing 2. Note that in this program we are
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phase.. This program runs quickly because integration is not involved.

REAL K3 KR
DATA ZAWA,K3,TAZAFWAFXR/.7300.-2,2..1,10.,15/
DO 10 I=2,160
W=10""(.025*1-1)
XMAG1=SQRT(1+(W*TA)*2)
XMAG2=SQRT((1-(W/WAF)**2)**2+(2*ZAF'W/WAF)**2)
XMAG3=SQRT((1-{W/WA)**2)**2+(2*ZA*"W/WA)**2)
 CAIN=20"LOG10(-K3*KR*XMAG1/(XMAG2*XMAG3))

PHASE1=57.3*ATAN2(W*TA,1.)
PHASE2=57.3*ATAN2(2*ZAFW/WAF,1-(W/WAF)*2)
PHASE3=57.3°ATAN2(2*ZA*"W/WA,1-(W/WA)*2)
PHASE=PHASE1-PHASE2-PHASE3
WRITE(9,*)W,GAIN,PHASE

10 CONTINUE
PAUSE
END

Listing 2 FORTRAN Program to Generate Open-Loop Bode Flot

Figure 5 presents the resultant Bode plot, using the data generated by the FORTRAN
program. Here we can see that the gain (or magnitude) peaks due to the low airframe damping
({AF=-1) and then is quickly attenuated due to the dynamics of the actuator. The phase and gain
margins are 75 deg and 17 db respectively. This means that if the system phase is decreased by
75 deg or if the system gain is increased by 17 db the system will go unstable. We can also see
from Fig. 5 that the gain and phase crossover frequencies are 60 rad/sec and 302 rad/sec
respectively. If the system goes unstable because of a decrease in phase, its frequency of unstable
oscillation will be the gain crossover frequency. If the system goes unstable because of a gain
increase, the frequency of the unstable oscillation will be the phase crossover frequency.

601 100
RS *~., | Gain Margin=17 db l_
[ e % |Phase Margin=75 Deg
40 4 - 0
— .‘.--. ;
8 204 t-._.\ --100 B
& o- 200 g
-20- —-300
-40 LA il E i B A -400
1 1 100 1000
Frequency (Rad/Sec)

Figure 5 Bode Plot for Rate Gyro Flight Control System
Mysh and Verification of Open-Loop Results

'l'heopen»loopamlysisdtheprev!oussecﬁonindiated that the system gain margin was

- 17 db. msmthatlfﬂwegainkgwasinaeasedbyl?dbthesyslmwouldgounsmble. A

gain increase of 17 db means that KR must increase from 1.5 to 11 to destabilize the system. In

B other words, ’
20log10(KUNSTABLE/15) =17 db

or

o KUNSTABLE =~ 11

In addition, the frequency response analysis indicated that the phase crossover frequency
(’..e.frequcywhmphaseis-l&ﬂdeg)maozndlsec. This means that if the rate gyro flight
mnhdsyﬁmmdsumﬁudbyagﬂnmmesystmwouldmdnateatSOanlm

. ﬂxghtmntmlsystemdl.isﬁnglislnausedﬁoml.ﬁtollt!ntﬂwsystembreabintt:gmwmg
oscillations ata&equmcyverydosemthephasecmssomfrequencypredicmdbythe
e analysis,’ © .. ¥ e :
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- incrementally updating the frequency logorithmically and then solving for the magnitude and
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Figure 6 Flight Control System Goes Unstable If Gain Increased Too Much

and frequency or open-loop domain. Both time and frequency domain output information can

‘ | Therefore this example demonstrates the: relationship between the time or simulation dom.in
; easily be graphically incorporated into a microcomputer simulation.

We can also illustrate the concept of phase margin by first observing that an ideal delay
can be represented by the transfer function

DELAY = 5T
| ’ Converting this representation to the complex frequency domain ylelds
| DELAY(jo) = eJ0T = cosooT - jsinaT
The magnitude and phase of the ideal delay is therefore

I DELAY(jo)| = (cos2aT+sinZeT)1/2 =1

-1|sinwT
A)ELAYUW) = tan I[‘ﬁ =-wT

In summary, an ideal delay can be represented in the frequency domain as a function
with unity magnitude and pure phase loss. The phase loss at 60 rad/sec (open-loop gain

crossover frequency wCR) can be obtained from the preceding equation as
DELAY PHASE LOSS = -60T
Table 4 summarizes the phase loss of an ideal delay for various delay times.

|

E T (sec) Phase Loss (deg)
{

1 0.0 0.0

| 0.01 -343

i 0.022 -75.0

Table 4 Phase Loss From an Ideal Delay

j Wecmseefrom'l'ablelthataptn'edehydm:eclnLMtimednmalnrsuluinn?S
it deg phase loss in the frequency domain. Since the phase margin of the open-loop system (with
3 theloophokmntxg)bﬁdeg,ﬂﬂsmumnulptneddzyo{mgcmmndin
oerleswithlcg;dtesymwwldgourmbleu\doscﬂhuuahqmqofﬁondluc(opm-
loop gain crossover frequency). The rate gyro flight control time domain simulation of Listing
1 was modified to indude a pure time delay of 022 sec and the system step response is shown in
Fig 7. Hemwennseeﬂmﬂ\esysmdoesgomuenﬂupmﬂdedvﬂuedﬁmddqmd
also oscillates at the predicted frequency.. |
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Frequency=60 Rad/Sec
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The purpose of this section was to show the relationship, via an example, between the
open loop frequency response and time domain simulation. The analyst uses both of these
computerized methods of analysis for design because of the unique perspective that can be
obtained from both the frequency and time domain. Both the time and frequency domain
visualizations of the rate gyro flight control system can be presented simultaneously in
different windows on a microcomputer screen so that the designer can rapidly iterate on
acceptable values of autopilot gain.

Satellite Simulation

The purpose of this section is to provide a more dramatic example of how
microcomputer based computation and graphics can be used to enhance the understanding of
sateliite dynamics. Let us begin by stating the satellite nonlinear differential equations. A
mmummmmmd.nmuumm@mw

Coordinate ayate ax shevn in B & Since Wit coordinate tystem s fxed in fvertial pace
(even though the earth rotates), all satellite acceleration differential equations can be integrated

directly to yield velocity and position, without having to worry about Coriolis effectx,

z

A

X
Figure 8 Earth-Centered Coordinate System

The differential equations describing the acceleration of a satellite in a gravity field can be
derived from Newton's law of universal gravitation in the Earth-centered Cartesian coordinate

system as1.6 - -gmx
X =
1.5
(xzﬂr 2+z?)
- -gmy
y= 15
(xza-y 24-::2) ;
- -gmz

i 15
(lzﬂ 2+zi’)
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wherex.y,mdzmwmpmmtdishnmofﬂusatdﬁteﬁvmﬂnomtao(ﬂnfaﬂhmdgm!s
the gravitational parameter with value

 gm =1.4077* 1016 3 / sec?

The velocity of a satellite in dircular orbit is related to it's altitude according tof

va | 9T
a+alt

where alt is the altitude of the satellite, measured from the surface of the Earth, and a is the
radius of the earth with value

a=20926%107 ft

Given the initial altitude, latitude and longitude of the satellite, we can express the initial
location of the satellite in Earth-centered coordinates as

x(0) = (a + ak) cos (at) cos(long)
¥(0) = (a + alt) cos (1at) sin(long)
z(0) = (a + ah) sin (la1)

where lat is latitude and long is longitude. The initial velocity components of the satellite in
Earth-centered coordinates can be expressed in terms of the satellite velocity, location and
inclination. For a satellite at a 90 deg travelling in a prograde, ascending trajectory, the
appropriate velocity initial conditions are

x (0)=- V sin (lat) cos (long)
y (0) =V sin (tat) sin (long)
z(0) =V cos (lat)

After integrating the satellite acceleration differential equations twice to get position, we must
take Earth rotation into account. A coordinate frame moving with the Earth ( X, Ye. Ze ) is

related to the inertial coordinate frame (x, y, z) according to

Xe = X COS (0t + ¥ sin 0X
¥Ye=x sin cot - y sin ox

Te=1
where o is the rotation of the Earth with value
o = 360 deg / 24 hrs = 6.283185 rad / 86400 sec

Theexpressiomforhtimdemdlongitudeanﬂmbeexpmssedinhermsofﬂ\emuvingframe
as

z
i [ ]
lat = sin .
2
z
S

1 Y
ng=tan ——
X.

mmmmhannnlnhdmhrmb!hwngthepmctdms differential

and initial conditions, appears in Listing 3. From the source code we can see that the

mMmthMdmmmMmdautmumdﬁmhldmﬂuabhn

1000 km altitude and 90 deg indination. The acceleration differential equations, which are

integrated using the second-order Runge-Kutta numerical technique, appear after statement
label 200
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REAL LATMDEG, LONGMDEG,L ATM,LONGM L ATITUDEM,LONGITUDEM
INTEGER STEP 5
ALTMKMIC=500. v ' : =
LATMDEG=50.
LONGMDEG=20.
TF=20000.
H=10.
A=2.0926E+07
GM=1A07TE+16
W=6.283185/86400.
T=0.
LATM=LATMDEG/573
LONGM=LONGMDEG /573
ALTM=ALTMKMIC*3280.
VS=SQRT(GM/(A+ALTM))
XM={A+ALTM)*COS(LATM*COS(LONGM)
YM=(A+ALTM);"COS(LATM)*SIN(LONGM)
ZM=(A+ALTM)*SIN(LATM)
XMD=-VS*SIN(LATM)*COS(LONGM)
YMD=-VS*SIN(LATM)*SIN(LONGM)
ZMD=VS*COS(LATM)
101 CONTINUE
IF(T>=(TF-.00001NGOTO 999
XMOLD=XM
YMOLD=YM
ZMOLD=ZM

XM=XM+H*XMD
YM=YM+H*YMD

ZM=ZM+H*ZMD
YMD=YMD+H*YMDD

ZMD=ZMD+H*ZMDD
T=T+H
GOTO 200
55 CONTINUE
XM=5*(XMOLD+XM+H*XMD)
YM=S5*(YMOLD+YM+H*YMD)
ZM=S5*(ZMOLD+ZM+H*ZMD)
XM D= 5*(XMDOLD+XMD+H*XMDD)
YMD=5*"(YMDOLD+YMD+H*YMDD)
ZMD=S5ZMDOLD+ZMD+H*ZMDD)
XME=XM*COS(W*T)+YM*SIN(W*T)
YME=-XM*SIN(W*T)-YM*COS(W*T)
ZME=ZM
LATITUDEM=57.3*ASIN(ZME/SQRT(XME**2+YME**2+4ZME**2))
LONGITUDEM=57 3* ATAN2(YME, XME)
IF(LONGITUDEM>180)THEN
LONGITUDEM=LONGITUDEM-360
ENDIF
ALTKM=(SQRTOM™ 2+ YM**2+ZM**2)-A)/3280.
WRITE(9,*)T,ALTKM,LONGITUDEM,LATITUDEM
GOTO 101
200 CONTINUE
TEMPBOTM=0M** 24+ YM*24+ZM**2)**1.5
XMDD=-GM"XM/TEMPBOTM
YMDD=-GM*YM/TEMPBOTM
ZMDD=-GM*ZM/TEMPBOTM
IF(STEP-1)66,66,55

Listing 3 FORTRAN Satellite Simu}ation
Byrunnkxgﬂtslmuhﬁmdﬂsﬁng3mdpm§ecﬁngﬂnresuluinmbngimdehﬂmde
spxehtmn]mt&mwithaﬁnur;mjecﬁmdapubﬁaﬂymﬂabkwuﬁmapdahbugua :

we can get a better graphical visualization. We can see from Fig. 9 that orbits do FEI0 S
not overlap because of the rotation of the Earth. We can also see that in 20,000 sec the satellite . * b=
went through three revolutions. The map provides important geographical context to the
satellite simulation. Information missing from the linear mapping display of Fig. 9 is three- 1
dimensional perspective. In addition, there appears to be confusion concerning the motion of
the satellite at 90 deg latitude.” | £ : x p o Bwar ®

oota S Y




ABBOTTAEROSPACE.COM




Figure 9 Ground Track of Satellite Motion Provides Geographical Context

Although orthographic mapping projections of the world are the least useful as maps
because of the extreme distortion near the edges, they are useful in providing three-
dimensional perspective on a two-dimensional microcomputer screen. For example, Fig. 10
with its mapping origin at 0 deg latitude and -45 deg longitude, provides an orthographic view
of the same satellite trajectory of Fig. 9. The orthographic projection provides an excellent
visualization for both the altitude and inclination of the circular satellite orbit. In addition,
confusion concerning motion at 90 deg latitude in the linear display of Fig. 9 has been
eliminated in the orthographic display. However, part of the trajectory is missing since an
orthographic view can only show one hemisphere at a time.

-

S Sraat Hgmﬁm‘brﬂnganch;rofSntemreTh}ecwly(Oﬂgm-ﬁDegLonglmdemdODeg

A . ; 7‘,-...,”.‘.;;7 AdEai ey ,{;:'?mde)mf’erspech ive
'i.‘;-‘.\ - . By ' mémﬂ\ogr' ’ ;phicvﬁewin' : g angle we can even more information about

the trajectory. For example, if we want a view of the trajectory from infinity looking at the
NmthPole,weﬁmplyd\mge&\ehﬁmdecﬁginoﬂhemapfromodeglomdeg. The resulting
; No:ﬁdeeurﬂ;ograpMcviewisshowninFig. 11.
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Figure 11 North Pole View of Satellite Trajectory (Origin=-45 Deg Longitude and 90 Deg
Latitude)

We can see from Figs. 9-11 that microcomputer based graphics technology can add a new
dimension to the visualization of trajectories.

Interceptor-Satellite Engagement Simulation

As a final example, let us consider extending the satellite simulation to include a strategic
surface-based interceptor pursuing the satellite. Since this engagement simulation is more
comiplex, easier ways of specifying large data sets and user options are required. In this scenario
it is appropriate to borrow many of the user-interface concepts popularized by the Macintosh
technology. For example; dialog boxes can be implemented as a "user-friendly” way of
inputting data into a detailed engagement simulation. Figure 12 shows how the satellite orbital
parameters can easily be specified with edit fields and buttons. The satellite location and
inclination can be entered in the edit fields by use of an input pointing device known as a
mouse. The type of orbit (i.e., prograde or retrograde) is specified by clicking on the appropriate
button in the dialog box. When the user is satisfied with all the inputs, a simple mouse click on
OK enters the data into the program. Recalling the dialog box from a menu, also controlled by
the mouse, allows the user to discover how the satellite orbital parameters influence
interceptor performance

satellite Orbital Parameters:
longltude .000000
(degrees East):

Latitude 30.0000 Default
(degrees North):

(kilometers):
lnl:llnollon 80.0000
(Degrees):
Orientation:
@ Prograde ® Ascending

O Retrograde Q Descending

Figure 12 A Dialog Box Is A User-Friendly Way of Entering Data

The dialog box can also be used as a convenient way for providing the user with many
complex options. For example, the use of buttons in the dialog box of Fig. 13 allows the user to
choose between many sophisticated interceptor guidance laws. Edit fields are used to specify, in
even greater detail, many guidance related parameters. Studies can be rapidly conducted in
which the effectiveness of each guidance law is quantified.
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Figure 13 A Dialog Box Is A User-Friendly Way of Making Sophisticated Choices

Finally, after entering the data, the user needs a easy way to both visualize and
understand the results of the simulation. Figure 14 presents a possible way of presenting some
of the resultant data in different windows simultaneously. The "Ground Tracks" window
presents a linear projection of a satellite (solid line) being pursued by a surface-based interceptor
(partially dashed curve). A box at the top of the window presents
satellite separation, the lateral divert required for this engagement, and interceptor altitude as
the simulation is running. In order to convey perspective, an "Orthographic Projection”
window simultaneously presents the same trajectory data. However,

~ visualization of the three-dimensional aspect of the engagement. A "Global View" window
view of the engagement using orthographic projection techniques.
rmation concerning the interceptor and target can be found in the
e can see that the satellite is at constant altitude whereas the
interceptor must climb to an altitude higher than the satellite and dive. The "Missile
Acceleration” window presents the required missile acceleration, which in this case was

simulation time, interceptor-

this time we get a better
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6-13
10 N Ground Tracks BT Trajectories
P TIMECSEC) HISS (FT) DELV (K/$) ALTR (K1) 1000.
85, 699.3 0.0 A 500.0 s00. [
: ALT 600, |
400. F T
00 L Lo
GTI 0‘ A L A A —
0. 140. 280, 420, S60. 700.

TIME (SEC)

19. Missile Acceleration
S..
4.l
3. 6s 3.L
- 2. C
1
= : oio 204, 228, 4%2 576, 700
3 = . 204, 328, 452, 576. 700.
67. A, TIFE (SEC)
Orthographic Projection Global Uiew wd

Figure 14 Simulation Data Can Be Presented Simultaneously In Different Windows

Summary

Several interceptor guidance system related examples have been presented. The paper
first demonstrates that these examples can be made to work on microcomputers with CPU
running times which are very attractive and turn around times (i.e. time for engineer to get the
answer in a useful form) that are far superior to that offered by a time-shared mainframes. It is
then shown how numerical output can be enhanced, in real time, with the graphics
visualization technology which is currently available with microcomputers. Each of the
examples demonstrates how the enhanced answers offer the designer a visualization which not
only gives a deeper insight into the problem being solved, but in addition allows an engineer to
rapidly iterate cases to get an acceptable design.
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Interactions Between Batile Management And Guidance Law Design
For A Strategic Interceptor

DrOmLDenbch
The Charles Stark Draper Laboratory

Abstract

The design of strategic interceptor systems presents many unique challenges.
Considering a space-based system with orbiting interceptors, performance requirements may
include near-zero miss distances, nearly complete coverage of many simultaneous threat
launches and successful interception against maneuvering targets. Cost constraints, on the
other hand, will limit the interceptor weight and the numbers deployed. Also, the interceptor
may operate at an acceleration disadvantage with respect to target, the range and time-to-go may
not be precisely known, and there may be substantial prediction errors for the initial flyout. All
of these factors conspire to place great importance on an integrated system design process that
provides visibility into the interactions between battle management functions (eg., sensor
management, weapon-target assignment and fire-control) and the interceptor guidance law and
component technologies. In particular, guidance-related issues must be taken into account in
the weapon-target assignment and fire-control functions of the battle manager.

As an example, the minimum time for lateral guidance (with limited acceleration
capability) to null out heading errors resulting from prediction error must be accounted for in
the timeline decisions of the assignment and fire-control processes. The battle manager may
select assignments that avoid unfavorable engagement geometries, where possible. Finally, the
fire control manager may select between different guidance laws based on engagement
conditions. Once there is visibility into the existence and phenomenology of potential guidance
problems, there may be easy opportunities for correction by system-level solutions.

Introduction

Strategic Interceptor Concept

For exposition in this paper, a space-based strategic defense system contains orbiting
elements with sensors, interceptors and indigenous communications and processing
capabilities. During a conflict, the space-based interceptors are dispatched against targets or
threats consisting of strategic ballistic missiles that are boosting or executing post-boost
maneuvers. The threats are observed by angle-only optical sensors prior to the launch of the
interceptors and by sensors onboard the interceptors that support autonomous homing
guidance without external communication. The interceptors attempt to achieve a miss distance
that results in a direct collision with the ascending targets. The overall objective for the
operation of the defense system is to destroy as many of the threats as is possible for a given
defense deployment. The objective for the defense design is the lowest cost system that satisfies
a stated requirement for "negation” of an hypothesized threat. For any reasonable constraint on
system cost, the performance that will be achievable will fall short of total negation of
numerous threat launches. Nonetheless, significant negation may be a useful alternative to

total reliance on offensive deterrence and may play synergistically with reduced offensive force
levels.

. The basic elements of the strategic interceptor system are depicted in Figure 1. The
defense may consist of hundreds to thousands of interceptors that may be arrayed individually
or clustered on "carrier vehicle" satellite platforms that provide prelaunch support functions
including communications, navigation, power, cooling, etc. The interceptors will be stationed
in relatively low earth orbits to facilitate kinematic reachability within prescribed timelines [1].
The interceptor flyout distance may range up to 2500 kilometers but will typically be about 1200
kilometers. Typical timelines include a delay time relative to threat launch time of 40 to 80
secondsduﬂngwtdchﬁmeﬂwmgetrisesabovemunkncwndoudcovermdls tracked for 20
to 40 seconds before the interceptor is dispatched. The larger delay times may result from delay
in release authorization and system activation during the initial wave of an assault. Also, later
firing times may result from the earliest kinematic opportunity for intercept occurring during
or well into the post-boost phase of the threat launch.” . Depending on the engagement
geometry, the interceptor closing velocity may range from 4 to 15 kilometers per second.
Typical flyout times are in the range of 80 to 200 seconds, with longer flyouts corresponding to
late post-boost intercepts with beyond the horizon targeting. .- :
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Figure 1. Elements of a space-based kinetic energy strategic defense system.

System Elements and Functions

The sensor elements of the system detect and track threat launches and support the battle
management functions of target track correlation, intercept point prediction, weapon-to-target
assignment and fire-control for each individual intercept engagement. The interceptors carry
homing sensors that allow onboard guidance to execute autonomously after the flyout has
commenced. A large number of architectural possibilities can be postulated for the design of
the sensor systems. The design space includes issues of spectral bands, mono versus stereo-
track coordination, scanning versus staring coverage, multiple levels of resolution, degree of
onboard processing, communication network modalities and connectivities, deployment of a
small number of highly capable sensors versus proliferation of lower cost sensors or collocation
of all sensing on interceptor platforms, and others.

The interceptors operate exoatmospherically and hence must maneuver using thrusters
and expending solid or liquid fuels that are carried on board. A typical interceptor design is
staged so that the empty weight of tankage or motor casing for thrust used initially during the
flyout does not penalize the agility that is required for the endgame maneuvers. The flyout
may be arbitrarily divided into an initial phase during which "axial” thrusting is used to deorbit
and place the interceptor along a trajectory that is believed to facilitate endgame success
followed by a terminal maneuver phase of "lateral” thrusting of the staged "hit-to-kill vehicle.”
The terminal maneuver phase is required because the axial flyout can never be accurate enough
to achieve hit-to-kill without terminal homing and more importantly because the future
trajectory of the boosting target is substantially unknown to the defense during the flyout. Even
if the threat is known to be a well-characterized type of booster, the aimpoint, reentry angle and
threat maneuver uncertainties can easily result in intercept point prediction errors of several
hundred kilometers over the interval of the initial flyout.

The battle management functions admit of a number of architectural possibilities
ranging from completely centralized to distributed or fully autonomous on the part of the
interceptor elements. If, for example, the target locations and constellation status are broadcast
to all interceptor elements, then each element can execute the same battle management
algorithms and coordinate fire-control decisions implicitly. Alternatively, a number of
~stochastic® and “informed stochastic™ algorithms permit highly effective fire-control without
communication to or between interceptor elements.- With suitable algorithm design, the
processing capability to perform battle management can most likely be provided by near-term
RlSCprooeuordeslgmmddoumtrmhgrutted\mloglcdadvmm

LT e Ty Joe T N et e, 2 Y 2t P .

.+ In closing the discussion of the system elements, it is probably fair to state that a number
of design alternatives can be postulated that will achieve reasonable performance goals with
near-term technology and at constrained cost., For the purposes of this paper, a point design
will be constructed to provide illustration of the interaction of battle management with
interceptor design issues. mepanmetetsofthedesignwinbechmtobe'roundmmbm'
that are representative of the design space., The point design includes a constellation of carrier
vehicles arrayed in 15 rings of 25 satellites per ring in prograde 70 degree inclination orbits at
500 kilometers altitude. Each carrier vehicle contains 10 interceptors. The interceptors are
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made up of two solid-fueled booster stages and a ble kill stage. The kill stage
contains an infrared focal plane sensor, maneuver engines, attitude control, battery, computer,
navigator, and other components packaged into an empty mass assumed to be 10 kilograms.
For an allocation of 2.0 kilometers per second AV for the kill stage at a specific impulse of 250
seconds, the 1ocket equation yields a fucled mass of 22.6 kilograms:

my= m‘en\m‘,l.;) m

m,; = initial mass l‘,ispedﬂclmp:ﬂse
m = final mass g = gravitational acceleration

If we assume that each of the 4 kill vehicle main thrusters comprises 10% of the empty
mass and that 100:1 thrust to weight ratio is achievable, then the kill vehicle acceleration
capability varies between 4.5 and 10.2 g's between full and empty conditions. The solid fueled

booster stages are sized to yield a AV of 3 kilometers per second per stage. Assuming a spedific
impulse of 280 seconds and that the motor casing/nozzle comprises 10% of the booster weight,
the total interceptor mass is 330 kilograms. 1f we constrain the peak axial acceleration to 50 g's,

then the burn time for both solid stages to deliver 6 kilometers per second AV is 28.5 seconds.

The sensor elements are assumed to be located in a higher altitude constellation. The
sensors are mid-infrared focal pianes with stereo-coordinated target tracking. Each platform is
assumed to carry a sensor suite including a hierarchy of wide-angle coverage at low resolution
and several independently steerable medium resolution sensors to support high traffic
targeting of individual threat boosters. The target track association problem will not be
modeled and only the time delays in servicing the threat traffic and the sensor random errors
and navigation error will be modeled. The sensor aboard each interceptor is constrained in
optics size and again only the random angle errors of the line of sight observation to the target
will be modeled.

The remaining sections of this paper will discuss battle management functions and
decisions, interceptor guidance law options, and the interaction of battle management and
guidance law design in the context of overall system performance.

Battle Management Functions
Intercept Point Prediction

In order to determine which targets are kinematically accessible from which interceptors,
the battle manager must first perform intercept point prediction for each of the targets as they
first enter the target queue. Because the flyouts are quite long compared to tactical missile
experience and because the targets are accelerating and pitching and may operate at an
acceleration advantage with respect to the kill stage, some form of predictive guidance is
necessary for the initial axial part of the flyout. Proportional navigation type tactical guidance
laws may be suitable for the endgame, but a guidance policy that uses only the currently
observed target location or simple constant acceleration extrapolations for future location will

consume too much AV to be practical. Hence, the accessibility calculation is done with the
predicted future location of the target over a range of possible intercept times.

Considering the operational uncertainties in threat booster aimpoint, reentry angle and
evasive maneuvers, the intercept point prediction may have 100 to 300 kilometers error with
respext to the true location of the threat booster at the selected intercept times 150 to 300 seconds
in the future. If the current threat booster acceleration and velocity vectors could be estimated,
simple extrapolation would yield prediction errors that were in the range of 500 to several
thousand kilometers. Knowledge of the booster acceleration profile and allowance for
gravitational acceleration would improve the extrapolation but still would not yield acceptable
prediction errors. :

. Two techniques that yield acceptable intercept point prediction will be described. One
technique flies a crude model of the booster from the estimated launch location to an estimated
aimpoint at a minimum energy reentry angle. The aimpoint can be estimated to be the
centroid of the geographic area that is a priori believed to be the intended target of the threat
booster (i.e., Continental United States, CONUS). Alternatively, the aimpoint within this area
canbeesﬁmahedbyhypomeﬁn'ngﬂuttheﬂ\mtboosta trajectory lies in a plane in inertial
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Figure 2. Geometric construct for aimpoint prediction.

space nndbypmjecﬂngtheplmetoﬂndthe!ntenecﬁomwiththedeﬁmdh:gﬂnruona
rotating Earth surface for a nominal impact time. The geometric construct is illustrated in
Figure 2. Ifthemgttmhmpresentedunnchnglelnhﬁh:de-longihndespace,tluewﬂl in
gme:ﬂbemoortwointemcﬁonswithﬂﬁsnonmmmntmgim The estimated aimpoint can
be taken to be the niidpoint of the two intersections. This technique has been found to yield
acceptable prediction orrors if the threat booster trajectory plane can be estimated from sensor
observations. For a range of threat booster launch point-true aim point variations, the
projection technique for estimating the threat booster aimpoint has been found to result in
intemeptpdntpredlcﬁmerrmsthatmmnveragefmofmo!o!hmloweuuntheenors
resulting from the use of the target region centroid for the threat booster aimpoint. An
additional benefit to the use of this technique is that it does not require an accurate target state
estimate but only the target positional location at two time-separated observations early in the

target trajectory.

The second technique for intercept point prediction utilizes a template to represent the
nominal trajectory of a threat booster instead of the crude simulation of the thrust-time history
in a gravitational field. The template can be represented by the altitude and downrange
coordinates as a function of time, for example. Sensor line of sight observations over time are
filtered to estimate the current point, launch azimuth, launch time and reentry angle. The

: predicted intercept point is obtained by extrapolation along the template from the current
estimated location. The launch point can also be predicted for threat tagging by extrapolation
backward along the template. Although the extrapolation along the template is relatively
inexpensive computationally, the effort to estimate the template parameters is equivalent to
the computational effort in using the first technique described. The template technique also
shows somewhat greater brittleness to discrepancies between the flight profile of the booster
model used in constructing the template and that of the actually observed threat booster. If
monotracking (i.e., observations from a single sensor) is used, however, the template technique
and careful selection of sensor geometry to insure observability may be necessary in order to
estimate target location from the line of sight angle-only measurements over a short period of
time.

Weapon-Target Assodiation

The calculation of the list of kinematically feasible targets for each interceptor is referred
to as weapon-target association. The data structure that is used also contains a coarse solution
oftheinhemeptorﬁﬂngﬁmmpondmgmad\dlnumberddisaﬁemmptﬁma
relative to the time of the threat booster launch. Hence, the feasibility list also encodes the
feasible firing times and the intended intercept time. The decision as to which interceptor
engageswhidlnrge!mdtheintendedlnwrceptﬁmeismferredtouﬂmweapon-wgel
assignment function. A number of algorithmic approaches for weapon-target assignment will
be described in the next section. The association data structure is essential to support most of

theseappmadu._ 3
.. The calculation of kinematic feasibility for large numbers of satellites against large

this effort is the use of the "cookie cutter” heuristic to thin out the total number of kinematic
calculations. If interceptor satellites are represented in list A and targets (actually predicted
interceptloatims)htlistn,ﬂmfauchdmmtddﬂ\u'list.lgmu'icalmhﬂmis
pafanwdmde&rmimﬂwsubsetddm&&mﬂnoﬂmﬁstﬁutmbamdwiuﬁna
mokic-mﬂertanphlepodﬁanedu&alomﬁmofﬂtelmtdd\eﬁmﬁst In other words,
nmlﬁtamﬂmfudded&nhrﬂx&mam:umkdmﬂaskinemaﬁaﬂyhﬁm’bhfa
that target. The cookie-cutter template is not a true representation of the kinematic footprint,
butaquiddywdm&dwmdmﬁonthtmhmtappu!ﬂinfaﬁbﬂiﬁuﬁ&nﬁﬁddhg
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engagements may be at very long range with ‘-'3‘} ;
the cookie-cutter heuristic tends to be quite coarse but may nonetheless -~ ... * . = ¢
- cut down the total number of kinematic calculations by a factor of twenty. .~ .~ & A (N gt
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timeline considerations. For elements of A associated with subsets of B, or vice versa, as
ne & . determined from the first heuristic, a calculation is made of the transit time feasibility
o o , assuming that the interceptor is fired immediately, assuming impulsive acceleration and
i ignoring gravity. If X '

AR = vector distance to be covered between interceptor satellite location and
predicted intercept point

orbital velocity

2 ' Vo
cosA = cosine of angle between V, and AR

AV,

Interceptor axial AV
then we solve the quadratic equation for Vi :

V2,2V c08A-(V2- aVL ) = 0 7

If the discriminant is negative then there is no way that AV,, can be added vectorially to the

orbital velocity to send the interceptor along AR. If there is a solution, then this optimistic
impulsive transit time is compared with the actual time to go to the intended intercept time. If
this time underbounds the actual time to go then the impulsive velocity required is calculated:

11Vreq! | = | |AR/Tgy- V! 1 B

If the impulsive velocity required exceeds the actual interceptor AV, and is increasing
with time, then the heuristic declares that the particular interceptor-predicted intercept point
pair is infeasible. The effectiveness of this heuristic depends on the thinning achieved relative
to the time spent evaluating the heuristic. The association process was observed to speed up by
a factor of about 40 with the use of this heuristic.

Finally, for those pairs between sets A and B that survive the heuristic thinning, the
kinematic feasibility calculation is performed by computing a coarse-grained fire control
solution as follows. The gravitational acceleration along the flyout trajectory is assumed to be
constant and is taken as the value at the midpoint between the interceptor location at firing
time and the predicted intercept point:

. Res(ReR) ey 2

Also, the flyout program assumes that the interceptor acceleration due to axial thrusting occurs
along a fixed direction in inertial space. These approximations permit a great deal of analytic
simplification and enable fire control solutions to be efficiently calculated. The distance that the
hmapumvdsdmingmmmm&ummdimﬁmkdmmedbymboost
and can be analytically calculated. As before, the vector distance to be covered between initial

interceptor location and the predicted intercept point is denoted by AR. The simplified
kinematics corresponding to these assumptions is given by:

A—i- .A.Rm "'A—;-u‘( T.,-Tm) + V‘ 'T.,".S@'Thz m
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© T, =5 AN quantities tn this equation are known except Tare A sotution for Tare can be obtained
;.-sg‘ﬁ‘_f-mammwmmmmmmmwymm

© " thrusting direction for the axial boost. Although veveral approximations have been made, the
. mmmmmmwmm:aymmmmw

. over a flyout distance of a thousand kilometers. Since the predicted intercept point to which
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rer 7 accuracy stated above is quite acceptable. g
S5 " Weapontarget assignment Is the crux of battle management, although sensor ind

- *.  communications management are no less important. The weapon-target assignment decisions
£ funhemademdmgwlmbudpoudumdmudtdepmdSMU!ndﬁmmdm
"'« space-defense system. &mmmmmdmmmmm
be further discussed. Gmmmmmwhdpdmnwymhmmm
bylhommmmthnbeﬂad\hﬂblop«fammmhdoﬁmdby'fuﬂymdimud'
decisions between platforms. However the effectiveness of firing policy is defined, fully
coordinated fire is the standard against whick firing decisions that are constrained by
communications are measured.

Punymdmtedﬂmmbendkadbymudﬂmmnwppomanmnudbmk
management. Because of the vulnerability of this approach, alternatives have been devised to
achieve the same effectiveness but with distributed fire management. The main requirement
for full coordination is the knowledge of the location and status (ie., carrier vehicle
hmcﬁmaﬁtyuﬂnumbcdhwupmmﬂdmmmﬂdamdnhmhdged

sometimes referred to as the “virtual battle group™ concept. The difficulty in implementation is
notova'whel.mlnsuhntm&erdbyhbbemmmh&dbquitemmgnble(te,-ﬁ

per new target or changed status) and the processing load for the weapon-target
assignment algorithm is readily accommodated on current technology commerdially available
microprocessors. If some of the carrier vehicles receive corrupted information, then the firing
dedslmdegndegnoduﬂyﬁomﬁuopﬁnuldepmdmgmt}weﬂemo{medaum If lost

mqmnﬂnﬂnobjuﬁmforwupmvmgdnﬁgnmtmhddimdmlmmbuo{
ways. Mhdmﬁumﬁdobﬁcﬂmddumhgumnydﬂummmmu
possible. Mmbemtpdaihmkdge,hom,thnmﬂmtboosmmwonh
me&moﬂmhhtdwywqmmnvﬁddeﬂnﬂsmdwmeobkcﬁnmybe
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1, R R v Among the fully coordinated polides, an important distinction can be made
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* allocations of interceptor resources. In other words, of an intercept time

" 10 or 20 seconds later than the earliest feasible time allows for additonal information to be . -

’hﬂqﬁhﬂumgﬂqmmdforﬂnmopﬂmﬂnaﬁgmtdimeapmm!“‘

fired. Hlﬂdﬂnmmlbocsmmddechdﬁmﬂmty,dmﬂﬁsbbmmﬂ.
‘ }bm,nutpmmundmMIﬁmsmdmawdlnaspudmwthe
_ launch activities and significantly improved performance accrues to the policy with some
latency to the firing orders. .+ . . o

" The mathematical statement of the assignment problem is given in Figure 3.

" 'fu;el: j'-L!...J
J TR, : Cvs: i=12..1
# Interceprors/CV: 0

Feasibility of fire control solutions for CV, at target j at any time: g, =1 or 0

Assignment variables: %y = 1 for assignment of CV, at target j , 0 otherwise

Constraints: {J:‘is"i (Magazine Load)

1
?ESI (Interceptors assigned per target)

Define Udility: Ui such that :

1
m[iéj!iuii results in assigned xj with )Exiginmdmhnd

J
max mh(ni-f.:;j) as 2 secondary consideration (Levelized Offload)
J

Figure 3. Formulation of Weapon-Target Assignment Problem

Given the data structure describing the feasible associations between weapons and targets,

a number of algorithmic approaches are possible [2). A purely heuristic approach may be
constructed as follows:

e For each target, count the number of carrier vehicles that can fire upon it and that
have unassigned interceptors remaining

e Sort the targets by this count and assign targets in inverse order (i.e., assign targets that
can be fired upon by only one carrier vehide first). In the case of ties, assign the target
with the most warheads first and break ties again with the assignment of the earliest
intercept amongst the discrete intercept limes.

" e For a given target, assign the interceptor from the carrier vehicle with the largest
. ‘magazine load of unassigned interceptors remaining. Decrement the unassigned
magazine load for that carrier vehidle. - .

P T BT L e T i .
This method works reasonably well and ylelds assignments quickly. An alternative
that utilizes the auction algorithm also executes rapidly and yields even better results
" [3). The auction algorithm functions analogously to the commercial auction process with the
eurpdmﬂutaﬂimbbesddmmcﬁawdmuymteﬁdmﬁvelymdﬂm
mbuymmﬂuﬁudhmbseuo{miumbbesdd&e,feasibiﬁqmmmu). The
auction algorithm can be configured with targets bidding for interceptors or vice versa. The
utility of each item 1o be sold to each potential buyer is initialized and the price for each item is
set 1o zero at the beginning of the auction. For each buyer not currently assigned an item, that
_buyer bids on the item that presents the maximum difference between utility and price
(uurglnduﬂity)&r&nbuyu.lhelmhudgmdbﬂehryauﬂmypxmudgmm
“of that item is nullified. Also, the price is incremented. As the waction proceeds the prices
. escalate and the marginal utilities decrease. The auction stops when there are no bids that
represent a nonnegative marginal utility. mﬁmlmcﬂonpriasmdaslpmumﬂedthe
_ maximization of the aggregate marginal utility for all bidders.
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 normalized [3). The process can also be speeded up by scheduling a number of bidding rounds
‘ withhdﬁaﬂylngep«kehmmbmdmﬁwlymﬂcpﬁuehmﬂhmcmﬁn
bidding rounds. Mmmdhhﬁﬂaliudbﬂnpﬂmmulﬁmgﬁmﬁnmmmdm ;

_thelmuanoutu:mdgmd. ki

T T 4

e Mo NN . ’ ¥ BN S 9 0 I k -‘t,' ’ s \
-.-‘”Ifhaﬂymuﬂhuledwupm—hrgﬂudgnnmﬂhmtposdble.tbutmambud :

a]temntimuntmyylddw-mdmmﬂycoordmwddhtﬂmdepmdmgmﬂn
structureofu\emmtmaﬁo.:TMmmpﬁmkﬁmu\emkrnNdermdmurgﬂ

assignment techniques that statistically avoids the assignment of large numbers of interceptors
to the same target is the random fire assignment. If a carrier vehicle has any accessible targets, it
ﬁmwith;xobabﬂityoneandLheasignmentismdondydmmﬁomamdfamdistﬁbuﬁm
from amongst all of its accessible targets. Fotltargct-richmvirmmmt.thehtfﬂdetqﬁ'om
dispatch of multiple interceptors to the same target is statistically quite small and a
distributional "feeding frenzy" of many interceptors attacking the same target is avoided. There
is theunfoﬁumhpmpmy,lnme,ﬂutﬁﬂwmmgemgimsofndjamtmﬂavdﬁda
oveﬂap,thenndnglebohtedlhnﬂh\mdlwﬂldnwminmpluﬁunnd\dnexmﬁble
carrier vehicles. For proliferated architectures, an isolated target may draw quite a few
interceptors and there are easy opportunities for the threat to structure an attack that draws
down the defensive resources.

An alternative weapon-target assignment approach that avoids this problem is the
“informed stochastic® approach. Again the carrier vehicle knows only about the targets that are
accessible to it. Thcassumpﬁonlsmadetlutt}:mﬁervemdenlsoh\ommebc:‘iomolthe
surrounding carrier vehicles that also are accessible to its target set. The carrier vehicle in

accessible interceptors. IngenmLthemmberisnotlntegermdthemminderlsmtednthe
probability of firing its n+1st interceptor. Assuming that each carrier vehicle executes the same
policy, the mean number of interceptors fired can be controlled to be equal to the number of
targets. Hddendnmmpumihﬂmtheamgenmnbudmtercepmwmgﬂmbe
set to a number greater than unity. The informed stochastic approach avoids the distributional
feeding frenzy on multiple targets and also avoids the succeptibility to draw down from isolated
launches.

Interceptor Guidance Laws

Information Sources

The interceptor guidance must function with information that is loaded prelaunch from
the battle manager fire controller, with modelled information on the threat, and with line of
slghtlnformauonthnisobninedhommlnhmdopﬂalmﬂutisobmvinguwmn
booster plume on a midwave infrared focal plane. The latter information source may be
avaihblebefmhmdyaoqdndnﬂuhmdnapoﬁuywqdredmdum\‘w{nkedm'bm
available during the endgame. If there is the possibility of communication with the interceptor
after launch, then information from other sensors can be combined with onboard sensor
information to drive the guidance function. Apart from the difficulty in tracking and
communicating with interceptors, there is the additional ’ssue of target track association
betmmwhadnlugenmbu:dm;mummﬂnhﬁlplundmmmed
hhmrdamdﬁ&ﬂnmﬂdpﬁdqdmmadiﬂuﬂbdphn&[ﬂ For the present
Witbmmthmmhmaﬂuhmmmwmd
the intended target after launch is successful. If there are ambiguities in the target designation,
Mﬂwﬁﬂlymﬂimtedmparhrgetmigannydﬂolwmﬂwmhnﬁcmga
assignment levels of performance. .

e
Axal Guidance © » . wiE
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As mentioned earlier, the use of predictive guidance for the axial thrusting part of the
basket”

A

: hmmmmmuawuhmﬂm.mmm

for the endgame. That is, there is little opportunity for pursuit or proportional type guidance
hmmmmdmnchhn;ﬂybuuwmﬂnmpthﬂncham'geAmedh
mmnmm'mmumbmmhw. To
pruﬁdendgrdﬁmﬂyhrgemagewmrotmmmswndwithinwhichm
«bidnsinmpwrmyndﬂeunﬁm—om&olnduﬂmagﬂmtﬂnmdﬁnglhmmthe
mumptuajemymust_bemﬂgdeﬁdenL' y 3
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n "ﬂnorblnlvdodtyv Ofm&nﬂ?hde!hmdwnhﬂrﬁhﬂmﬂmtpuhddum
if the sensor onboard the interceptor has the FSeaus
_target acquired during axial boosting. mmdﬂuﬂmmm&rﬂmm B

can be done in a variety of ways. The Lambert solution can be used in a feedback approach”

- along the most recently calculated velocity to be gained vector. For trajectories where the -
: time is long compared to the total flyout time this approach is not particularly energy.
. effident. An alternative approach is to orient the thrust vector along the fixed direction in
inertial space that was calculated by the fire control solution. maoluﬁmdeqmbnsfcuu:'- 13
'timeofﬁringtheh\umepuimpliuﬂyyieldsﬂmﬁmlgdimﬁon lfwedeﬁm e

5 W

A ﬁma"’%
md!mpﬂdt!yylddsmeﬁrh\gdh'ecﬂm IIARM AVioom .Tg,md IR
memahﬂngdlshnoembemnnedmdAVbbegaMmdﬂnﬁmsmnpdahddmhg~§$ s
thendalboost,theaoluﬁmﬁntﬂ:ﬁnﬂmequaﬂon?unbemedlnldoudloopfeedback"é 1.}'-‘
form that leadsmmmaocunusteerlngmdamodnm myupdated’thcpndicted T -
intercept point. .- 4.ea' R S R N PR g ‘:«1‘“’&'*1 f.;.m» “ Yy ;}?ﬁ'“—?.i

Othamﬁnghw:ppmdmfornﬂdﬂmﬁngmymmptmfmlnﬂ\ed\mgin L
uncutaintyinthepndlctedlntuceptpohtlnordatoexpmdmmvdd&?whmthe‘{‘f
uncertainties are lower. For example, the standard deviation of the predicted intercept y
mybeesdmamdmdunnﬁdmmﬂngsteuedmdfedmmwﬁonwlthﬂwdmpomt ~
m&csmfmdesmbedbyﬂnpoinbatdmmmamﬁgmlﬁmmwmmw
point. Thispohqmoognimsthatnoisymformaﬁmmludmgwnolsypmdlded
interceptpointloaﬁommymuvdﬂﬁxdinmspadingmﬂnmisypmdicﬂm As the
ﬁmehmﬂmwhi&thepredlcﬁmhmdehdeausedmdudumwhintyinm 8 X
predicted intercept point decreases, the axial thrust is steered domwthecmterofthcm ,;,.- ;j_'_
prediction. The actual implementation can be with continuous thrusting with steering = Aok
co:rmndsupdat:datnhlghnleorwi&hd:scﬂendal‘midm mrrectiom,depatdingm 0 S‘.—f}:-"l,_; '
u\epmpulsionmode. “-g_,' YL o, R T ot P

A Rl & 2% R e e .mdm.
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. The situation is common to a number of tactical antiaircraft missiles except that control .

A

; fhwsmbedwgrwdbachamﬂwd&edmﬂmmd:shnmmmﬂnnnﬂmdmcdmm

,'capabﬂityoftheimawpwrmdwiﬂtﬂ\elimitedAVcapabﬂity.«Thepmblanisnottﬂvhl,
__howm.mﬂutﬂwmgetmayhopeaﬁngumnccaaﬁmudmusewithmpadbthc
W lnnuwpﬁ.lhehrgﬂnmda:ﬁmhnawmhmmdhmgdhmmumofdght‘ i iy
. measurement of the onboard seeker may be noisy, the differential gravity between the = “‘Eﬂf’*#“
mwmdmgamummybembsmuﬂmummﬂmmmmymum?av ;
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term is the "augmented proportional navigation™ term and is set to zero for
op navigation. Pure proportional navigation is highly efficient when the true target
%4 acceleration is zero. This guidance law has the salutary property of straightforward .,

4 implementation and robustness. Accurate inertial navigation is not required as only the line of

4% sight rate, a relative coordinate measurement must be accurately measured. Errors in the
"% 1 estimated closing velocity simply change the effective navigation constant to which results are

' not particularly sensitive to variation in the range of 10 to 20%. During operation, the

; - interceptor acceleration commands null out the line of sight rate at a rate that depends on the '

"" ‘.;-s navigation constant. For long flyouts in a gravity field, however, the variation in the
X ‘?‘gnvimiotml direction across the flyout will result in the generation of line of sight rates even !

' though the interceptor and target are on a Lambertian collision course. Hence, lateral AV will
" be wasted because the simple proportional guidance law does not know about gravity.
" % Compensation for gravitational effects can be introduced in the augmented term by adding a

target acceleration equal to the gravitational acceleration halfway between the interceptor and
%" the target. This simple compensation does not completely eliminate AV wastage in the gravity
““/4_ field, but does reduce the magnitude to manageable levels for flyouts up to 200 to 300 seconds

A
by

%L " The augmentation term is an approximation that provides scme anticipation of line of
sight rates to be generated by a constantly accelerating target. Because that is not the case for the
:  strategic defense application, the Ar vector must be updated by the onboard sensor
i+ measurements. The use of higher derivatives such as a jerk term would improve performance
""" if these terms could be accurately estimated. Usually, the errors resulting from estimation of
these terms from noisy sensor data preclude their usefulness. The estimation of the
" acceleration correction term from angle only sensor measurements requires some additional

1 %&. l_:gﬂ\enmtapproadi,nsimpledosingdishncemodellsinitializedfmmﬂwﬁ.re
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Other Issues in the use j('>f. proportional ﬁavigation concern the selection of the

. navigation constant. To respond effectively to accelerating targets, the navigation constant

must have a value at least equal to 3. Larger values are closer approximations to an impulse

‘guidance law and are more AV efficient in the absence of noise, but they can be considerably less

efficient when sensor noise is present. Another significant issue is the saturation of achievable
acceleration. Proportional navigation with perfect line of sight information and continuous
control will always achieve a zero miss distance if infinite acceleration can be achieved. With
finite acceleration capability on the part of the interceptor, the acceleration command is said to
be saturated when it exceeds the achievable acceleration. In practice, the two symptoms
associated with excessive miss distance (i.e., failure to intercept) are guidance saturation and
exhausting the AV capability (i.e., running out of maneuver fuel). Saturation may result from
excessive heading error (i.e., discrepancy between predicted intercept point used for the flyout
and the true target trajectory), from high apparent target accelerations that generate large line of
sight rates and are not included in the augmented proportional term, from target acceleration
transients that accompany threat booster staging, and from excessively high navigation
constants. Many intercept trajectories will exhibit guidance saturation during part of the flyout
and especially at the very last instant before intercept. Saturation during any significantly long

portion of the flyout will quickly exhaust the AV capability and may be indicative of other
underlying problems.

A simple strategy for achieving the simultaneous objectives of efficient AV usage and
small miss distances in the presence of significant prediction errors and sensor noise is the use
of a navigation constant that varies according to a predetermined schedule. During the initial
part of the endgame, large values of k result in quicker unwinding of the line of sight rates
resulting from initial heading errors. The earlier that heading error corrections are applied, the

_smaller the AV required to complete the correction. Unfortunately, large values of k also

exaggerate the wastage of AV from sensor noise. Finally, large values of k are necessary to
enable the control authority necessary for the achievement of small miss distances at the back
end of the endgame. Hence, a useable strategy is to begin the engagement with a navigation
constant of 5 and to schedule an increase to perhaps a value of 10 as the distance model ramps
down to some threshold distance.

Another strategy for dealing with excessive AV usage on long flights (because of
imperfect gravity compensation or sensor noise) is to constrain the operational times for lateral
guidance between a minimum and a maximum guidance on-time. In other words, the lateral
guidance is turned on only when there are a specified number of seconds remaining before the
intended intercept time. The minimum lateral guidance time is enforced by the battle manager
and is an important constraint for dealing with anticipated errors in the predicted intercept
point. For a given interceptor lateral acceleration capability, it can be determined that a
minimum time interval is necessary to null out a two sigma prediction error. For example, if
the prediction error is 200 kilometers and the average lateral acceleration capability is 8 g's, then
about 20 seconds is the minimum time necessary for saturated guidance commands to null out
the prediction error. The battle manager selects the intercept time and with allowance for the
axial thrusting time, a firing time can be determined that enforces the minimum guidance
time. The maximum guidance time is used to switch guidance on after a dormant period
during a long flyout. The maximum guidance time is empirically determined by the

performance tradeoff between failed interceptions resulting from guidance saturation and those
resulting from running out of maneuver fuel.

Other guidance laws may be constructed that attempt to achieve better operational
performance by increased modeling or greater extraction of sensor information. Both of these
generic approaches result in greater computational and implementational complexity. For
example, reference model-based guidance laws may require a "mini-simulation” within the
guidance loop of the anticipated future trajectory of both interceptor and target. When the
reference model assumptions and parameters are in consonance with reality, significant
reductions in AV usage can be obtained.  On the other hand, the reference model-based
techniques are significantly more "brittle” and prone to failure when there is not agreement
between reality and modelling assumptions. Guidance laws that rely on higher order
corrections than augmented proportional navigation require higher order filters that are slower
to respond to new data trends a.id frequently require accurate estimates of the time to go before
interception. There may be some advantage to the employment of these advanced guidance

= processed throt;gh a polynomial Kalman filter to -
_extract the estimate of the target inertial acceleration Ay to be used in the augmented = '~/
- proportional navigation term. The resultirg acceleration estimate is not particularly accurate, *

- but does improve performance with respect to pure proportional navigation in most .
‘ engagement geometries. . :
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"4, To gulde the search through the trade space for the many parameters, architectures, -
_algorithms and guidance laws of a strategic defense system, Measures Of Effectiveness (MOEs) ) 5

“must be formulated against which competing selections can be evaluated. Several obvious . : ‘
candidates for the MOE include the probability of coverage for an arbitrary single threat booster - : : .
launched from an arbitrary location at an arbitrary time and at the opposite end of the ' e |
spectrum, the maximum number of simultaneous threat launches from a single site that can be {

" covered before the defense is exhausted of resources in the vicinity of that threat. The latter can: !

' be further generalized as will be seen shortly.

T Al ey e

Because the previous two MOEs focus on the limits of the threat spectrum, it can be
argued than an additional MOE is necessary to characterize the nonlinear performance for a
"representative” type of threat scenario. Hence, a "baseline” threat may be defined with a
sequence of threat launches that are heterogeneous, structured in space and time, and credible

in number. .

Finally, in recognition that the cost of a potential space defense system is of strategic
importance, a final MOE consists of the total mass that must be placed in orbit to achieve a fixed
performance criterion such as universal coverage of an arbitrary launch or a certain percentage
negation of warheads launched in the baseline threat. In this MOE, mass in orbit is used as a

proxy for system cost.

Figure 4 {llustrates the coverage MOE and is derived from system simulation of the battle
management functions of a constellation of carrier vehicles. A threat booster is launctied

24 Hour Coverage
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. Figure 4. Temporal Coverage Gaps For Boost-Phase Interception

ever} 30 seconds from a single Jaunch site to evaluate the conﬁﬁulty of coverage from the space
defense system with a constraint of boost phase interception. ' The launch rate of the threat
boosters is low enough so that the defense is never depleted of interceptors from any location

and so any gaps In coverage reflect the limitation in kinematic coverage (l.e., the axial AV and
the deployment configuration and numbers). The results of this simulation exercise were
scored in one half hour bins and presented in Figure 4 as the fraction of threat launches that
could not be assigned during each time period. It is seen that there are half hour periods when
40% of the launches could not be covered by an interceptor from any carrier vehicle, There is
also a macrostructure of approximately 3.5 hour periodicity to the distribution of coverage gaps.
The totality of the gaps amounted to some 2 hours of launch opportunities over the 24 hour

" period during which the offense could fly through the defense without suffering loss with
respect to boost phase Interception. These results need to be generalized for a variety of launch
locations to fully address the isolated launch coverage MOE, The lack of coverage could be
‘addressed by distributing interceptors on more stations, by increasing the interceptor reach with
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combination of the above. The increase in numbers of interceptors obviously increases the

mass In orbit as does increasing the AV for each interceptor while retaining the same number of
interceptors. If the strategy is to to reallocate the total interceptor AV between axial and lateral,

the larger footprint accorded to the higher axial AV will come at the expense of a lower

probability of kill because interceptors with inadequate lateral AV will run out of fuel against
highly uncertain and maneuvering target trajectories. Meaningful trades can be accomplished
only with an analysis that ties together the battle management functions with the guidance
functions. If this is done, there are probably a variety of point designs that achieve full coverage
by deployment of small numbers of highly capable interceptors with large footprints as well as
designs with massive proliferation of limited capability interceptors. The MOE on total mass in
orbit can then be used to discriminate between these designs.

The MOE concerned with the maximum number of simultaneous launches from a
single site that can be covered addresses the resiliency of a design to highly intense threat
scenarios. With a constrained number of interceptors on station, the offense can always "punch
through” the defense if a sufficiently large number of threat boosters are launched
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Figure 5. Universal performance curve for single site launch.

from a common location within a short period of time. Of course, the defense deployment can
be sized to a given upper limit on the estimated offensive capability for "spike launches.”
Figure 5 illustrates the performance of a defense system for single launch site scenarios as a
function of the intensity of the launch. Simulation results indicate that the details of the
launch time distribution are unimportant to the g:oss performance over a wide range of launch
rates. In other words, the defense system exhibits the same performance against a launch rate of
one per second as against 10 launches that occur every 10 seconds or 60 launches occurring in an
instant every 60 seconds. Only the average launch rate is significant. In Figure 5, large values
of the vertical axis represent an infinite launch rate. The asymptotic part of the "0% Miss”
curve along the ordinate axis represent the maximum number of simultaneous launches that
can be covered. The asymptotic part of the curve along the horizontal axis represents the
maximum launch rate that can be covered on a sustained basis and represents the situation
where interceptors on station in the vicinity of the launch site are replenished by orbital
motion of carrier vehicles entering the battle space. In Figure 5, for example, the defensive
system can handle up to 100 simultaneous launches from a single site before depletion of
interceptors causes coverage gaps. Alternatively, a launch rate of about one per second can be
covered on a sustained basis. In between these extremes, any particular value for launch rate
will yleld a maximum total number of launches that can be covered before coverage gaps
appear. In recognition of the fact that complete coverage may not be economically or
technically feasible, a family of curves representing different coverage criteria can be generated
as is represented by the second curve labeled "<5% " That is, the area between the 0% and 5%
curves represents all cases with <5% missed coverage. It can also be noted that the single
launch site performance can be characterized by the two asymptotic values of maximum
simultaneous launches and maximum sustained launch rate.

: largei' ‘axial AV allocation, by:extendlng the 'reinch into the post-boost phase,'or‘ by.itlau{ej'l‘ )
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%% ‘When the threat launch scenario is

. generalized to include distribution of launches over -
. a'number of sites, it is seen that launch sites within a small fraction of the footprint
characteristic distance, say within 200 kilometers, can be treated as a single site for prediction of
defense performance using a universal curve such as shown in Figure 5. Launch scenarios
wiith widely separated sites usually can be treated independently. Launch scenarios involving
sites that are separated by 300 to 400 kilometers show interesting space-time correlation
interactions. In other words, the system performance for a simultaneous launch at one site
followed by a simultaneous launch at a second site can be worse than for the case of both sites
launching at the same time if the interval between spikes is appropriately timed. The first site
creates a region in the defensive constellation that is depleted in interceptors and this hole
drifts over to the second site creating opportunities for threat launches to ascend without attack
by the defense.

The baseline scenario MOE exercises the defense for what is estimated to be a credible
launch policy on the part of the offense in terms of numbers, spatial and temporal distribution
of threat launches. If the scenario is standardized than comparison can be made across a
number of different analysis tools. 'Also, the effects of individual error sources and architecture
or parameter variations can be investigated against the backdrop of a common problem with
plausible distributions of threat launches.

Finally, the orbital mass alias cost MOE serves as a sanity check on the overall
architectural construct. Assuming a launch cost per kilogram placed in low Earth orbit and
using a gross estimate that the hardware costs are about the same as the launch costs, an overall
system cost can be inferred that is likely within a small factor of a more elaborate cost analysis.
This can be used for comparisons between architectures and for finding the parameters of the
lowest cost point design that satisfies a given performance requirement or the best performing
design that satisfies a cost constraint.

Guidance Versus Battle Management Trades

As illustrated in Figure 6, the failure to intercept a particular threat booster can be
categorized in three ways. The threat may escape interception if it is not fired upon, if it is fired
upon but the interceptor guidance command saturates for any length of time immediately prior
to the point of closest approach, or if the interceptor lateral DV is exhausted.

No
Engagement : Fire and Miss
Initiated )
Bt No Interceptor Guidance
Crror Interceptor Runs Out of Saturates
( Within Reach Divert Fuel During Endgame

Figure 6. Reasons for failure to intercept.

The first category of failure indicates the lack of an interceptor within kinematically
accessible reach of a particular target. If this symptom is addressed at the level of battle
management, the conclusion might be that the spacing between interceptors in orbit is too
large. If addressed from a guidance point of view, the ~onclusion may be that the interceptor
needs a larger coverage footprint from more axial A" .he best system solution may be some
combination of the two strategies. -In either case tne mass required in orbit is increasing
nonlinearly, approximately as the inverse square of the interceptor spacing and exponentially
with increased axial AV if everything else is held constant. If the axial AV is added at the

e of lateral AV so as to hold the interceptor mass constant, then the trade may be
increasing the failure to intercept from the second and third category of symptoms.

The failure to intercept from saturation during the endgame can be addressed at the
interceptor guidance level by requiring a greater acceleration capability for the kill stage or by
increasing the navigation constant earlier and decreasing the navigation constant later in the
flyout. For a given technology assumption on achievable thrust to weight ratios for the
maneuver engines, increased acceleration capability will be accompanied by substantial mass
increase for the interceptor. Recalling that in the current point design an individual engine
mass of 10% of the empty kill stage mass and a thrust to weight ratio of 100 result in a 10g
capability at the end of fuel. To achieve a 15g capability, for example, with the same engine
technology requires that the individual engine mass be increased to 15% of the empty mass.
Assuming that the tankage, batteries, seeker, flight computer, etc. are essentially unchanged, the
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"*The strategy of adjusting the navigation constant to reduce saturation effects has the

defect that increasing the navigation ratio early in the flyout increases the 10 - 15% of the lateral
- AV that is wasted in responding to false line of sight rates induced by sensor noise. Also, high

navigation ratios at the end of the flyout are necessary to enable sufficient control authority to
achieve small miss distances. Hence, the mitigation of interceptor failures occasioned by
guidance saturation may be more effectively addressed as a battle management issue. The
obvious response is to improve the accuracy of the predicted intercept point so that less heading
error remains to be nullified by the lateral guidance or to alter the flyout timelines so that more
guidance time remains for the operation of the limited acceleration capability of lateral
guidance. Improved predictions are always welcome but not easily achievable in view of
operational uncertainties. A minimum guidance time constraint, on the other hand, is easy to
enforce in the battle manager.

The last category of intercept failure, the misses due to exhaustion of lateral AV capability

can be addressed at the guidance level by increasing the lateral AV, by decreasing the guidance
filter bandwidth and sensitivity to noise, or by improving the guidance law. Increasing the
lateral AV carries exponential mass increase penalties if the other parameters are held constant.
If lateral AV is added at the expense of axial AV, then the first category of intercept failures rnay
be exacerbated. Decreasing the filter bandwidth will reduce the AV expended in responding to
sensor noise, but will also slow down the guidance response to target maneuvers and may
occasion the expansion of the miss distance distribution so that the kill probability may fall
below acceptable levels. Improved guidance laws are always a good strategy as long as the
improved performance is consistent with the angle information available from the sensor (ie.,
accuracute time to 30 may not be available) and as long as the guidance law is robust with
respect to unmodelled dynamics.

The battle management strategy for dealing with intercept failures from lateral AV
exhaustion includes the selection between guidance laws depending on the engagement
geometry, enforcing constraints on the engagement geometry, and assignment of a maximum
guidance on-time. Because of difficulties in estimating the target acceleration for the
augmented term in the proportional navigation equation for some engagement geometries, it
may be determined empirically that pure proportional guidance performs better than
augmented proportional guidance for some easily quantifiable engagement conditions. The
battle manager may then initialize the flyout to use one or the other guidance law, as

. appropriate for the particular geometry. Because a greater fraction of the target acceleration

"winds up" the line of sight rate for near perpendicular crossing angle geometries, the battle
manager may also be programmed to totally avoid those geometries. Finally, a simple response
to excessive lateral AV usage on very long flyouts is to limit the guidance on-time by turning on

guidance at a specified time to go or by delayed firing of the interceptor by the fire control
manager.

Cpncluslons

It can be seen from the brief, mostly qualitative discussions in this paper that the trade
space for space-based strategic interceptors is highly dimensional and tightly coupled along
many of the dimensions. Individual interceptor performance is important, but is not the sole
determinant of system performanc:. This is espedially true when cost is a primary constraint
and achievable performance falls short of complete negation of numerous threats in a massive
launch scenario. The resolution of identifiaple performance deficiencies will sometimes lie in
the realm of battle management, sometimes within the interceptor design, and frequently will
involve both. '

Measures of effectiveness were introduced to quantify the performance of system designs.
Specific problems in achieving desired performance were identified, the interaction of battle
management with interceptor design and guidance law design were illustrated, and solutions
were suggested. It cannot be overemphasized that it is always necessary to consider important
system interactions. Not previously mentioned, an integrated end-to-end simulation including
sensor operation, battle management, and interceptor flyout simulation was essential to the
uncovering of the performance and sensitivies given the many system nonlinearities.

ognmempty mass then increases to 15 kilograms. This 50% increases is'"
~reﬂectedh\dwtoulinterceptormassmdssmdaﬂyintheovmnomorbltmmﬂdldthe
A\{parmemm\mchmged. Yot AR
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& = aake " * Identifiable problems in battle management and guidance law lmp!uﬂmuﬂon_ Pl

! ‘j';lomeﬁmuadndto(veysimphmdsmightfmrdmcuom. The availability of an ~ " © 3

f:f--f'. """ integrated simulation testbed to comparatively evaluate strategies and algorithms and to permit
.7 experimentation with new ideas has lead to significant progress. Such a testbed has been
Vi constructed in an interactive microcomputer environment. The simulation has a user-
friendly interface, animated graphical output and is scoped to a level of modeling fidelity that
permits rapid execution yet captures the essential error sources including operational
- uncertainties. Thenbihtytoqtﬂcklynmveylargepmblmlntermsofﬂmatuemﬂoumd
cardinality of the space-based constellation has permited much useful analysis to be

LG accomplished.
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GUIDANCE METHODS FOR
TACTICAL AND STRATEGIC MISSILES

by
PAUL ZARCHAN
The Charles Stark Draper Laboratory, Inc.

Abstract

The paper reviews methods of guidance which are applicable to both tactical and strategic
missiles. It is shown how the various guidance law technologies are related. “Rules of thumb,”
which were originally developed for the tactical world, are extended for application to the
strategic world not only to gain insight but also to predict strategic interceptor fuel consumption
and performance. Numerous examples are presented to clarify and illustrate concepts.

Introduction

Methods of tactical missile guidance have been in existence for more than 3 decades.]

These methods work well not only against stationary or predictable targets but also are effective
against responsive threats whose future position is highly uncertain. In the tactical arena,
current guidance law technology is effective if the flight time is long compared to the effective
time constant of the guidance system, and if the missile enjoys a considerable acceleration
advantage over the target. It is not uncommon for a tactical missile to have an acceleration
advantage of more than five against an aircraft target, which is more than adequate for a
successful intercept with current guidance law technology.

Strategic ballistic missiles generally intercept stationary targets whose location is known
precisely.2 In this type of scenario all of the guidance is in the boost phase of the interceptor.
Since the boost phase represents a small fraction of the flight of a strategic ballistic missile, the
interceptor glides without guidance most of the way towards the target. In this type of strategic
application, precise instrumentation is necessary so that the interceptor can reach the correct
position and velocity states at the end of the boost phase so that it will be able to glide
ballistically towards the target.

In newer systems interceptors will have to fly strategic distances against moving targets
whose future position is unknown. In these applications it is not sufficient to apply ballistic
missile technology all the way to intercept. Some type of guidance system is required after the
boost phase to take out inevitable errors due to lack of knowledge of the intercept point and due
to angular measurement errors of the missile-target line-of-sight. Since the newer interceptors
are exoatmospheric, fuel is required for the missile to maneuver in response to guidance
commands. If all the fuel is depleted the interceptor can not maneuver. In addition, fuel is also
at a premium since interceptor weight grows exponentially with fuel weight. Therefore
exoatmospheric interceptors require guidance laws which minimize fuel consumption. In
addition, because of practical limits on achievable engine thrust to weight ratios, the newer
interceptors may no longer enjoy an acceleration advantage over the target. In fact they may be
working at an acceleration disadvantage!

Heading error and target maneuver are two major contributors to miss distance and
acceleration requirements in the tactical missile world.. Formulas have been developed
showing how missile acceleration requirements are related to these error sources. Heading
error and target maneuver are also important error sources in the strategic world. Heading
error is an angular representation of the intercept point prediction error. An upper bound on
this number is critical for interceptor sizing. Although a strategic target, such as a booster, may
not maneuver intentionally, its longitudinal acceleration perpendicular to the line-of-sight
appears as an evasive maneuver to the interceptor. Therefore, the apparent maneuver
capability of the target is not only important in setting interceptor weight requirements but also
in sizing the required thrust to weight ratio of the lateral divert engines.

Heading Error and Prediction Error

A one-dimensional linearized homing loop, typically used in the analysis of tactical
guided missiles,3 appears in Fig. 1. In this diagram missile acceleration nc is subtracted from
target acceleration n to form a relative acceleration. After two integrations relative position y
is obtained which at the end of the flight tg is the miss distance. A division by range (or the
closing velocity multiplied by the time to go until intercept) yields the geometric line of sight
angle, A. In proportional navigation guidance the acceleration command is directly
proportional to the line of sight rate according to
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Figure 1 - Proportional Navigation Homing Loop

In the absence of target maneuver (nT=0) we can see from Fig. 1 that the relative
acceleration (target acceleration minus missile acceleration) can be expressed as

y=-NVA
Integrating the above differential equation once yields
y =-N V.A+C,
where Cj is the constant of integration. Substitution of the formula for the line-of-sight angle

(which can be derived from Fig. 1 as A=y/RT)) In the preceding expression yields the time-
varying first-order differential equation

N
%-r’tyt =%
F

The preceding trajectory equation can be solved analytically because a first-order differential
equation of the form %

S'd_‘: +a(t)y=h(t)

has solution
t i Ja(T)dr
'LI(T)dT]' 2 a(T)dT +01. oa( )

In the case of a heading error disturbance, only the initial conditions on the differential
equation have to be modified.56 The initial condition on the first state is zero or

y0) =0
whereas the initial condition on the second state is related to the heading error by

: 8 Y(O)--VuHE

where Vg hﬁnmlsﬂeﬂodtymd}mkﬂtehudingminndim Under these
drcumstances.a&ermuchalgebn.weﬁndlhuthedosedformtoluﬁonforlhemislle
acceleration due to heading error is given by
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where tg is the flight time. We can see that the magnitude of the initial missile acceleration Is
X propaﬂmdbbmhﬂwhdlngmnndmhdkvdodtyuadhmlypropaﬂmdwm.
flight time. Doubﬁngthemlsilevdodtymlmdingmwilldoublethemml missile
mcda:ﬁmwhﬂedouﬂhtgﬂ\eﬂiglﬁﬁﬂﬂﬁn!anﬂabkforgﬁdmcewmhﬂuﬂehﬁﬁd

; Thedmed—fomnduﬁmfuthemisﬂeaaﬂmﬁmmpomduem}mdingmh
2 displayed in normalized form in Fig. 2. We can see that in a proportional navigation guidance
system, higher effective navigation ratios require more missile acceleration at the beginning of
flight than at the end of the flight. Pmmtsystemsizlngpointo‘vkw,thedeslgrumually
wantsmensunuutmeacodenﬁmapabiﬁtyofﬂnmissﬂeisndeqmwuﬂ\ebeglnﬂngot
flight so that acceleration saturation can be avoided. For a given missile acceleration capability,
Eg.zmwshowrequiremenmmplaoedmmmimumguidanmormghtr’mmdmaximum

allowable heading error and missile velocity.

10
t. Normalized Missile Acceleration
8- A Due To
\‘ Heading Error

- 1 (VHE)
T

0 T
0.0 0.2
t
% Figure 2 Normalized Missile Acceleration Due To Heading Error For Proportional Navigation
Guidance

With strategic missiles it is often more convenient to talk in terms of prediction error
rather than heading error. A prelaunch calculation or prediction must be made of where the
target will be at intercept. The estimated location of the target at intercept is known as the
predicted intercept point. If the calculation is imperfect, a prediction error results, and the
missile will not be fired on a perfect collision triangle. The prediction error and heading error
are related by

Pred Err =- V) HE tp
where Pred Err is the prediction error in units of ft. Therefore substitution of the preceding

relationship into the closed form acceleration solution indicates that the missile acceleration
required by the proportional navigation guidance law to take out an initial prediction error is

given by
N-2 £
= Pred EMN t i
gt 2 Py :
. F F
- i .
uwrddimlsdlrecﬂymhwdbt}nmtofhﬂnqukedbyﬂwlnmmpmw
Implcmenuheguidmhwandeﬁectmmmmphakh\mept. The missile lateral divert
bddimduﬂwinug:ﬂdﬁuabdmvﬂmo{ﬂumbsﬂem:ﬁmu
‘ t
: F
AV= I [n 1dt
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terceptor AV requirements
i + Increasing a missile’s divert
** ” vequirements dramatically. We can find a dosed-form solution for the
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444" Thus increasing the effective navigation ratio or increasing the flight time (or guidance
¥ '_}‘:'ﬂm)ﬂ.mdpmdmﬂ\ghqulm“qukmudﬂmmwduebpudkﬁm

SR ﬂn‘uﬂygtdda;lce system disturbance is a mgetmnneuver (HE=0), the lppruptﬁ!e
mﬂaﬁqmjectaydiffamﬁﬂequaﬁmdermd from Fig. 1, becomes

;--N'%ii'n_r

with initial conditions

After conversion to a first order differential equation and much algebra the solution for the
required missile acceleration can be:found to bet

N e otk
nc'-ﬁ .[1- (1 e )N. 2]n_r

i e

Unlike the heading error case, the maximum missile acceleration due to maneuver is
independent of flight time and missile velocity and only depends on the magnitude of the
maneuver and the effective navigation ratio. Doubling the maneuver level of the target
doubles the missile acceleration requirements.

The closed-form solution for the missile acceleration response due to target maneuver is
that higher effective navigation ratios relax

L=

-;‘_-----\------

=

T |
0.6 . B2 510

tion Due To Target Maneuver For Proportional
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Therefore, for an effective :;;vigaﬂon ratio of 3, the missile must have a 3 to 1 acceleration
advantage over the target in order to avoid target maneuver induced saturation.

The divert requirements for a proportional navigation guidance system due to a
maneuvering target can be found by integrating missile acceleration or

s
AV 5 F, F N 3 ._l_ &
o] |7 Jor= | 55 - O e 1 e

After some algebra we obtain

N n_t
AV = TF
PN N-1

Thus we can see that increasing the effective navigation ratio reduces the lateral divert
requirements .

Augmented Proportional Navigation

Extra information can increase guidance law effectiveness by reducing the missile
acceleration and lateral divert requirements due to target maneuver. Augmented proportional
navigation can make use of target acceleration information, if it is available. A zero-lag
augmented proportional navigation homing loop is shown in block diagram form in Fig. 4.7
The additional target maneuver term, required by the guidance law, appears as a feed forward
term in the homing loop block diagram.

-

1 1
™ & v_(t-1) d——* N

3 =9 A
dt
Figure 4 Augmented Proportional Navigation Homing Loop
From Fig. 4 we can see that the augmented proportional navigation guidance law can be
expressed as ;

Hi. N | - =NV i+.5N'I'I
s @
; [+ T

»

Mﬂ&hpopaﬂmdmi@ﬁmgnldmehw.mmnhoobhhdmed-fmmwluﬁmbr
uwnqulmdmlsdkamdcaﬁmdmmlmummgetmmfathewo-hghonﬂng
Joop depicted in Fig. 4. Murmud\ngebnuumulnmsoluuonfwuunqulrednduﬂc
acceleration turns out to be ;
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decreases monotonically
lncreaslnsmonotmﬂallywithumeuwthecase G
Increasing the effective navigation ratio increases the

tion.
u\eﬂightbutnlsoreduoesmﬁmenwhichﬂxe

at the beginning of

maximum acceleration

T T T
00 02 0.4 0.6 0.8 1.0
: e
Figure 5 Normalized Acceleration For Augmented Proportional Navigation Acceleration
 Required to Hit a Maneuvering Target

‘The maximum required acceleration required by augmented proportional navigation to
= 5N'n

hit a maneuvering target is
"cwati
APN

This means that for a navigation ratio of three, augmented proportional navigation requires
half the acceleration requirements of a missile utilizing proportional navigation guidance.
However, for an effective navigation ratio of 5, augmented proportional navigation requires a
larger maximum acceleration when compared with proportional navigation guidance.

We canexpres the lateral divert required for augmented proportional navigation by first
setting up the lateral integral as

T

" one half the lateral divert requirements of navigation for the case of a target
maneuver disturbance, of effective navigation ratio.” Therefore, for strategic

with time, regardless .; :

: e TS Hads VS S oRTR RO A cAs S
e A e R Gk 3
SRR e APN %4 R .
: AT 'wg RS R S SN & s o R e
"~ Figure 6 léﬁlﬁpﬁﬁuplotofﬂ\émaﬁudhwddlv&tuq\ﬂredbythe_
,jmmupwtulﬁmcﬁonduee&ecﬂvemﬂgnﬁmuﬂoforboth and a ted
‘:Wﬁmdmﬁmdmbamshrg&_m shows that the lateral divert
'~ requirements decrease with increasing effective navigation ratio for both guidance laws. We
" can also see, from the formulas and figure, that a navigation always has

'lppl.iaﬂom,lnwhlchtluthmtls-nlceelentingurgetmhuaboosm,mgmmted'
p;opaﬂmg}m_vlpﬂpnhlmfud than proportional navigatiog
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"' Therefore the accelerati %
. two parts: the gravitational term, and the guidance command term. The components of the “fe
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erefore “differential equatio s describing a non boosting missil ssile consists of

tion in earth centered coordinates are given by * foxd
T TN o R e R R
Gt egmx R ;
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) (x2 21.5+ Y™
m*tim)

where ax) and ay) are the guidance components and have already been defined.

A nominal case was considered in which the guidance system was turned off. The
resultant trajectories for the 500 sec flight of a non boosting missile placed on a ballistic collision
triangle and impulsive target is shown in Fig. 8. In this case the missile hit the target. The fact
that the missile was ‘nitially placed on a collision triangle implies that our knowledge of the
intercept point was perfect. The slight curvature in both missile and target trajectories is due to
the fact that both objects have been in a gravity field for 500 sec.

1000 -~
No Guidance
800 500 Sec Flight
E
Z 600-
3
2 4004 Target
:
200 _
0 1 i |

1 1 i
0 500 1000 1500 2000 2500 3000

Downrange (Nm)
Figure 8 Collisior Triangle Geometry For Nominal Case

A guidance system is required since it is not always possible for the missile to be on a
collision triangle. There will always be errors in predicting the location of the intercept point.
Consider a rase for a proportional navigation guidance system with an effective navigation
ratio of 3 in which there is a 100 kft prediction error. This means that if we turned off the
guidance system we would miss the target by 100 kft. Theory predicts, based upon the formula
derived in this paper, that the required missile lateral divert should be

PrﬁdErrN' 100000* 3

=—— =300t/ sEC
(N'-1)tF 2°* 500

“AVm

Figure 9 shows the resultant commanded acceleration and lateral divert profiles for a
nonlinear strategic engagement due to the 100 kft prediction error for a proportional navigation
guidance system with an effective navigation ratio of 3. We can see that for this case the missile
acceleration requirements are small (less than 2 ft/ sec?) for the entire flight. However, even at
small acceleration levels, Fig. 9 shows that approxi.nately 420 ft/sec of lateral divert is required
for a successful intercept. This number is somewhat larger than the theoretically predicted
value of 300 ft/sec because the gravity differential between missile and target also contributes to
the missile lateral divert requirements.
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Boosting Target Considerations

. Although a booster does not normally execute evasive maneuvers as does an aircraft
target, any longitudinal booster acceleration which is perpendicular to the line-of-sight will
appear as a target maneuver to the missile. We have already shown that the closed-form
solution for the acceleration required by a missile utilizing proportional navigation guidance is

given by
» 1 N-2
e il R T B
PN N-2 e T
and that the lateral divert required to hit a maneuvering target is

N'
AV - — n_t
IPN et T X

We can develop a model in which the target is a booster performing a gravity turn. The
longitudinal acceleration of the booster aT can be expressed as

322T
i B

-

where T is the booster thrust and W is the booster weight. In a gravity tumn, the thrust and
velocity vectors are aligned. Therefore the acceleration differential equations for a booster in a

gravity field are
. -gmXx v
ot I
(xT+37) T
-gmy a_)
v T 7

Y 15 'V
2 B
(T+97) T
where the target velocity, VT, is given by

. 2 . 2 5
= (X_ + [
" Vo= (% YT)

The component of the booster acceleration perpendicular to the line-of-sight aTpLOS can be
found from Fig. 7 as

aTPLOS = yT cosA - szIn A

A nominal case was run with the guidance system turned off to ensure that the missile
and booster were on a collision triangle. Figure 12 shows the missile hitting the target in the
nominal 100 sec flight in which the booster target is accelerating the entire time.
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Figure 12 Missile on Collision Triangle For Boosting Target

;ame nominal case was rerun with the proportional navigation guidance system
Figure 13 displays the booster acceleration perpendicular to the line of sight for this
t along with the resultant lateral divert requirements.  We can see from the figure
nagnitude of the booster acceleration perpendicular to the line-of-sight is
ely 100 ft/secZ on the average. This means that the booster appears to the missile to
executing a 3 g maneuver. The missile lateral divert requirements for this case can

i
i
3
i
’
‘g
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s

n the figure to be approximately 12000 ft/scc.
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In other words theory and simulation are in close agreement.

Our closed-form solutions also indicates that the augmented proportional navigation
guidance law reduces the missile acceleration requirements due to a maneuvering target. The
closed-form solution for the acceleration required to hit a maneuvering target with the
augmented proportional navigation guidance law was shown to be

N'-2

= .5nTN'[1--:—
APN F

5

n
[+

and the lateral divert is given by

AVI

nots w8 AVI

-
APN ~ N-1 TF PN
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% In other words, theory says that the divert requirements for an augmented proportional T
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where aTpLOS s the booster accelmﬁm:t perpendicular to the line of sight. The nominal
simulation case was rerun, except this the time the augmented proportional navigation
guidance law was used. Figure 14 shows that the missile lateral divert requirements were

dramatically reduced to about 7500 ft/sec (down from about 12000 ft/sec in the proportional
navigation case.
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Figure 14 Augmented Proportional Nayigation Reduces Divert Requirements Due To Boosting
Target

Theory says the divert requirements for the augmented proportional navigation guidance law
should be

AV . «:5°3°100°100 _ 2500 ft / sec
APN N-1 TF 2

which is in total agreement with the simulation results.
Predictive Guidancel0

We have seen how interceptor lateral divert requirements can be reduced when extra
information, if it exists, is incorporated in the guidance law. If an exact model of the target and
missile dynamics is available, one could achieve the best performance with the ultimate
guidance law - predictive guidance. The principle behind predictive guidance is quite simple.
We take our dynamic models of the target and missile and, at each guidance system update,
numerically integrate them forward until the desired intercept time. In other words, we are
predicting the future location of the missile and target by brute force. The difference between
the predicted missile and target position at the intercept time is known as the zero effort miss.
If the predicted coordinates of the missile at intercept, in the earth centered system, is given by
(xMF, YMF) and the coordinates of the target are given by coordinates of the target (xTF, YTF)
then the Earth-centered components of the zero effort miss are given by

ZEMy = XTF - XMF
ZEMy = YTF - YMF

~ We can find the compo'nen't'of the zero effort miss perpendicular to the line-of-sight by
trigonometry in Fig. 7. The zero effort miss perpendicular to the line-of-sight is given by

mﬁm--m{xsinl-fmlycml
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J 0 - Proportional mvigaﬁonmd augmented pruportimal navigation can all be expressed in
| R the above form. In these guidance laws we have closed-form expressions for the zero effort

miss. In other words, an integration of simple dynamics (assumed to be a polynomial in time)
was conducted to get a dosed form expression. In predictive guidance, we ignore closed-form
solutions of approximate processes and obtain the exact solution for the zero effort miss, at each
el B guidance update by numerical integration. The resultant accuracy of the computed zero effort
f 3 . miss depends on ‘he size of the integration interval. Small integration intervals yield accurate
ol answers but may impose unrealistic computer throughput requirements on the interceptor
. guidance system. Of course the accuracy also depends on the validity of the differential
equations used. Having inaccurate models of the target will lead to erroneous predictions of
the zero effort miss and in this case the performance of predictive guidance may be substantially
worse than that of proportional navigation.

R o oaasai 1]

&

The nominal 100 sec boosting target case of the previous section (ie. see Fig. 12) was
repeated to see the effectiveness of the new guidance law. Figure 15 compares the commanded
missile acceleration requirements for proportional navigation, augmented proportional
navigation and predictive guidance. We can see, as expected, augmented proportional
navigation requires significantly less acceleration than proportional navigation. The required
acceleration is large for augmented proportional navigation, because as we saw in the previous
section, much of the longitudinal booster acceleration was perpendicular to the line-of-sight (on
the average about 100 ft/sec2) and thus appeared as a target maneuver to the missile. However,
we can also see that predictive guidance virtually requires zero acceleration to intercept the
boosting target. The reason for this is that the missile is initially on a collision triangle with the
target. Therefore no commands are really necessary for a successful intercept.
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we can see that proportional navigation required about 12000 ft/sec of lateral divert, augmented
proportioral navigation required about 7500 ft/sec of lateral divert and predictive guidance
only required 39 ft/sec of lateral divert!
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Predictive guidance can dramatically reduce the interceptor lateral divert requirements
duetoaboosﬁnsurgetbeameltismkingmedapriodwmﬁmonthebooster. If there
is an initial prediction error, predictive guidance should yield about the same divert
requirements due to prediction error as proportional navigation because predictive guidance
has no a priori information about the prediction error. Figure 17 shows that nonlinear two-
dimensional engagement simulation results indicate that predictive guidance yields
approximately 1600 ft/sec of lateral divert in the case where there is a 100 kft prediction error in
the nominal boosting target case.
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~ 100 Sec Flight i Y
'3 304 L 12008
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¢ 1000 o
gzo- 800 &
s 600 3
g 10 400 @
8

200

0 0
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Figure 17 - Predictive Guidance Does Not Reduce Divert Requirements Due to Prediction Error
Theory predicted that the lateral divert due to prediction error alone would be

PredETN'  100000°3
(N‘-1)tF- 2°100

AV = = 1500 ft / sec

which is in total agreement with the simulation results.
Summary =

In this paper it has been demonstrated that the guidance concepts originally developed
for the tactical world are applicable to the strategic world. In fact, closed-form solutions for the
required missile acceleration to hit targets can be converted to lateral divert formulas.
Nonlinear engagement simulation results indicate that the divert requirement formulas for
prediction error, apparent target acceleration and guidance law are not only useful but are in
fact accurate indicators of strategic interceptor requirements.
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