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e T effectively removed from the measurement even{';\ough the pilot (operator)

- continues to control the aircraft. While the the'or'y directly applies to

":',' problems where the performance/limiting factors are known, the method
has been extended to apply to-problems where the performance limiting
x factors are not known explicitly, but are known to be implicit in the per=

formance data,. -

. This report documents the development of measures for aircraft
carrier landings for the glide path and angle of attack control channels.
g Flight data obtained from the Visual Technology Research Center, Naval
. Training Equipment Center, Orlando, Florida, was analyzed using the
o measures. The data on carrier landings were available on S-track phag-
- netic tap consisting of flights by four subjects each performing on A2
flights., Each flight was performed on a particular combination /df glide

- path error display and day/night combination, Two types of glide path
P displays were used, resulting in four treatments (two displays and two light]
= conditions). One display was the conventional glide path display and the other

was a command display which incorporates error rate ‘information with glide
path error presentation. Each subject controlled the aircraft to a carrier land-
.' ing three times with each treatment,

E The resulting performance scores were aggregated by subject, treat-
' ment, range to carrier deck, and error and error rate cells, The results
suggest that the command display offers improved glide path control especially
during day light conditions. Also, observed differences 1n performance at
y'! different error and error rate magnitudes suggest that significant non-linear
AR control technique may be exhibited by the pilots.

{In addition to the aircraft carrier landing probilems, an application of
system performance measures to air-to-ground weapons launch problems wersg
analyzed., The weapon launch problem is characterized by the existence of a
release hyper-surface from which a high probability of kill can be expected.
Thus, the problem is not characterized as having necessarily a single path
which must be flown to a weapons release point, but rather, a confluence of
paths exist which proceed to the release hyper-surface. A method for develop{L
ing a summary measure for the weapons release problem is presented along
with an outline of the method of synthesizing the associated system perfor-

mance meafurgg

CF inally, a comparison of the nature and applications of linear pilot
models and system performance measures is developed, It is shown that the
two entities are quite different, one being a pilot modet the other being a
performance measure. However, it is shown that the techhiques used for the
system performance measure can be adapted to the developrent of a non-linea+
pilot model, and when that is done, the data available for lineag¢ pilot models
can be used to establish that portion of the non-linear model whigh reflects
linear performance. Development of the non-linear model is extended from a
linear control range to represent non-linear control policies. This method
permits use of the wealth of information collected over the years concerning
linear operator response and it permits incorporation of non-linear response

characteristics as necessary,
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INTRODUCTION

This is the final report on Contract N61339-80-C-0132
under subcontract for Task 1 to Vreuls Research Corporation.
The period of performance of the conhtract was from 23 September
1980 to 22 January 1982.

The objective is to evaluate an approach to performance
measurement that removes aircraft dynamics from the pilot/system
performance data. A further objective is to make recommendations
as to the usefulness of this technique as a means for assessing the
effects of simulator visual system variables on pilot performance for:

a.
b.

Carrier landings.
Air-to-ground weapons delivery.

The work task requirements were as follows:

a.

cC.

AB

fbution/ o

lability Codes |
Avall and/or
spsecial

|

Provide assistance to Visual Techrnology Research
Simulator personnel for the preprocessing of existing
carrier landing data which was provided by the Govern-
ment in a form compatible with PMA's LSI 11 computer,

Analyze the carrier landing data with respect to vertical
and longitudinal axis performance (glide slope, angle of
attack, and associated pilot's control irputs).

Compare and contrast results obtained from this analysis
with. the results obtained from separate and independent
analyses of the same data set., The purpose is to
determine whether the technique yields information
leading to 'the same or different conclusions with regard
to the relative and absolute effects of each independent
variable manipulated in the experiment.

Review of the results of the air to ground performance

L I

measurement analysis task (Task 2) and make recommenda-

tions of the applicability of the method to that task
environment,

Prepare technical reports summarizing the effort under
this task in providing conclusions and recommendations.
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Background: A Theory of Performance Measures®*

A theoretical model based on control theory has been
developed to identifly the factors that should be determined in both
theoretical and empirically-based performance measures. Use of the
theory leads to development of comprehensive and sensitive measures.

The theory of performance measurement introducted by
Connelly & Schuler (1969) is used here to develop a measurement
of the overall task performance in terms of the individual subtask
performance effects. This theory was first applied to flight control
problems in which the factors limiting performance originated in
the hardware and were known. It was recently extended (Connelly,
Comeau, & Steinheiser, 1981) to permit its application to team-
computer systems where the factors limiting performance are
not always known explicitly, but are known to exist.

Since, in many human performance problems, the factors
limiting performance are not always explicitly known, demonstrations
of task performance at various performance levels that exhibit
the effects of those limiting factors must be used to develop the
performance measures. This empirically-based method for developing
measures is described by Connelly, Bourne, Loental, & Knoop. (1974)
and is the foundation of the MAP computer processor. MAP extracts
information from the performiance demonstration data and then
constructs the performance measure.

Before presenting the performance measurement theory,
it is necessary to first define two types of tasks anu two types of
performance measures.

Classification of Tasks.

The goal-oriented or "terminal task begins with a variety of
initial conditions and ends when a specified objective is obtained. An
entire task might consist of multiple sequential subtasks for which
the terminal condition of one subtask is the initial condition for-a i
subsequent subtask. The point is, that with terminal tasks, there T

*This section taken from Connelly (1981) (Copyrighted by Connelly, 1981)
and used by permission of the author.

2
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is always a specific goal to be achieved. And when that goal has
been achieved, the task ends.

Continuing tasks, on the other hand, have no end ob-
jective, but instead require performance specified by certain
criteria at each instant of time. For example, the well-known
pursuit tracking tasks used in psychological studies are
continuous inasmuch as the participant must constantly manipulate
a control device to track a moving reference point in an attempt
to keep his error as small as possible over the total test
time. Typically, the error is the distance between a
moving reference symbol (such as an "x") and a tracking
symbol (such as an "o"), controlled by the participant.

The test is conducted for as long as the experimenter has
planned, and a performance score is developed as the
average error over the test.

Many applied human factor problems can be cast as
terminal control problems, even some that are spoken of as
continuous tracking tasks. For instance, in the sighting of
antiaircraft guns the term "tracking the target" is often used.
But this problem can also be broken down into a sequence
of terminal, goal-oriented, tasks. First, the operator attempts
to acquire the target in his sight, a task which requires
the reduction of large errors by the operator. Then,
once the target has been acquired, the operator attempts
to track it smoothly and with sufficient lead to permit a
hit. If automatic lead prediction circuits are available, the
operator must still continue to track the target smoothly
until the initial trancients in the prediction circuits can die out
and the tracking aids can calculate accurate prediction. In
either case, the operator must next commence firing and, if
tracers are used, must adjust his tracking to make use of
the tracer information. Finally, when a hit is scored, or
the enemy aircraft moves out of range, the task ends.

Still other tasks may be viewed as either continuing or
as terminal. Thus, for example, maintaining aircraft altitude and
heading over a long period of time, such as in the constant-
altitude cruising phase of a lengthy flight, could be viewed as
either a continuing tracking task or as a terminal problem,
depending on the availability of a relief pilot or of an autopilot,
among several possibilities. It is only when the fundamental
purpose of a task is the achievement of well defined final conditions
that the task (or mission) must be considered terminal.
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Types of Performance Measures

J. < s e 9LV LT

Summary Pearformance Measures.

o

A summary performance measure (SUMPM) is a set of
rules for scoring each task exercise. (Note that in order to
describe the measure, it is necessary to use two terms: 'task"
anu "exercise." A task is the set of subtasks that must be
completed to accomplish a goal. An exercise is one demonstra-
tion of the task. ) A SUMPM provides measurement only of the
total task performance, and, as a result, the complete information
required for a SUMPM is not available until the exercise has
been completed. This property is a fundamental limitation of all
SUMPM's,

AT Goa ST

-2 . ¥

R TS et S

Typically, SUMPM's are first formulated subjectively,
and reflect the judgment of an individual or group concerning
the objective of the task and the factors believed to be
important in scoring exercises. These factors may involve,
for example, statements about certain desired terminal anc
safety conditions that must be satisfied by the exercise.

But whatever the factors are, the subjective form of the
SUMPM must then be corverted into a. quantitative form in
which specific rules determine the SUMPM wvalue from the
exercise data.

VIRV E I LW A 4

% oar R

In many studies, performance measuirement development
is terminated at the summary level; even though  SUMPM!'s
cannot provide sensitive performance discriminations, nor reveal
the effect of individual and team technique on task. performance.

PR PN Y

System Performance Measure.

The theoretical development of a system performance
measure (SYSPM) which reveals the effect of the performance
of each constituent subtask on summary paerformance, and which,
as a result, does provide sensitive nerformance discriminations,
is outlined in the following section together with the relationship
between the SYSPM and the SUMPM. This theory, which was
developed first by Connelly, et al. (1969) and later extended by
Connelly, Zeskind, & Chut > (1977), recognizes that performance
i is limited both by machine factors and by human factors.

b A A Mer A A TS NS
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Recognition that such limiting factors exist, whether or not they
are explicitly known, leads to a measurement equation that per-
mits evaluation of the effect of either instantaneous or of interval
performance on the performance of the entire mission,

The theory has been successfully applied to aircraft and

ship control problems (Connelly, 1977), and to team-computer
problems (Connelly, et al., 1981).

Once having selected a particular SUMPM - that set
of rules used for sceoring each (necessarily completed) task exercise -
the SYSPM relates in mathematical terms the effect of the per-
formance of each constituent subtask on the SUMPM chosen.
With the SYSPM, the effect on task summary performance of the
way each constituent task is performed can thus be assessed.
This is an important property since the effect of operator task
performance cannot be expected to be uniform over all team-
computer system states. The SYSPM function also has the
further ability of being able to discriminate among the many
ways both good and bad operator(s) performance can be achieved.
And, since, when a team of operators control the equipment, the
members can and do cooperate in various ways to achieve high
performance, this property becomes important when measuring
the performance of teams that are to be compared.

To obtain these properties, the SYSPM. function utilizes
"reference~task performance" and, in addition, the effect on the
summary performance of deviations from reference—task per-
formance. A reference-task performance is defined here as the
expected way each task will be performed by the operator(s). It
includes, for example, the time required to complete the task,
the number of errors expected in attempting the task, and so on.
In order to develop the expected performance, it is often necessary
to classify an operator(s) in terms of training, experience, and
previous performance..

SYSPM's provide a sensitive and .comprehensive per-
formance measure for subtasks and sets of subtasks. By utilizing
reference—-task performance and the significance of deviations from
such performance, SYSPM's provide information that enables
them to identify critical task components. Critical task
states in which accurate or rapid task performance is essential
can be revealed by an analysis of the mathematical structure of

A the SYSPM function. Finally, SYSPM's permit rapid assessment
o

>

.

A

i

% 5

o

0y


http://www.abbottaerospace.com/technical-library

...........................

. . . SELr By ThE ABEBOFT. AERLSEATE +*a® Yat .t oN, = Ta ™
.\.l—.l-\..'.:..o s w te e e e - ~ = — e R YN N ~

......
..................
............

*Jp
i
i)

AL A
.
"A

<

-.'1‘

» .

3 e
»
REI N e,

.
el

RN AT
P

of performance and provide a basis for KOR (knowledge of
results) feedback for training enhancement.

A 1.
- Y .

Mathematical Development. of SYSPM.

SO AR

The term "plant" in control theory is used, for the sake
of brevity, to refer to any "object-to-be-controlled." To guide
a plant (such as an aircraft) along a particular trajectory (to
eccomplish its mission) certain resources (such as time, fuel,

5 etc.) must be used. We shall see now how we measure the
- performance of a given plant by attempting to compute its
m optimal (or reference) trajectory.

e Let the N state variables which define the nlant be
- represented by the vector X,

Let the n control variables be represented by the
vector U.

For each ><i we then have for the time derivative

=f, O<,U) fori=1, ..., N 1)

where: f, is (typically) some non-linear differential function
of the sta‘te and control vectors.

As a rule, the n control variables are each limited in
some way. For instance, a ship's rudder angle is limited to
some maximum value, as is the rate of change of the rudder's
deflection. Likewise, the thrust of an aircraft engine has a
maximum value, as does its rate of change and its other time
derivatives. In a computerized system, the rate of data input
as well as processing time are both limited.

In terms of the vector U, these constraints may be
expressed by an inequality governing each component. Thus:

uj\ = KJ., @)

where: Kj is a constant for each j = 1, ..., Nn.

When a plant is controlled automatically, or when a model
representing the operator's control policies has been developed.



http://www.abbottaerospace.com/technical-library

................

the control vector U may be expressed entirely as a function of
the system state. That is,

LX)

Uj=Uj (0.9 for j=1, ..., n ®

Substitution of equation (3) into equation (1) yields, then, a
closed set of equations representing the dynamics of the plant.

Let us now assume that, for a given resource, we can
represent the rate at which that resource is being used by a
scalar function F of the state and control variables. By integrating
this function over the time during which the plant is in operation
(or over any shorter interval), we obtain a summary measure
(SUMPM) of the plant's performance. That is:

T
SUMPM = [F ¢X,U) dt.

- ‘s @

In order to insure that the resources used accumulate, and thus
to insure that plant performance at present cannot cancel measure-
. ment of resources used earlier - i.e., to insure that correct
contrdl of the plant is a function only of its present state - the

function F is defined such that it is either zero or positive, but
52 never negative. Thus:

F X, u)=o. (5)

We will now state below without further development the
definition of the System Performance Measure, SYSPM.
This definition, which relates the SYSPM to the SUMPM, can be
used to measure the significance of deviations from correct control
(as it is here) as well as for such other purposes as synthesizing
optimal control laws. For a more complete and rigorous develop-
ment, the reader is referred to Connelly, et al. (1969),
Connelly, et al. (1977), and the proofs given in the Appendix.

We can write the SYSPM in either of two forms:

SYSPM = 5 ) + FeX,W) (6a)

»
a .43

o p e
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2L x. + FOK,U)
12% (60)

SYSPM =
i

Il m

In this definition, Theta (§) is a function of the state
variables only, and is termed the '"resources-to-go" function. It
is a positive definite function which gives, at any time; depending
on the state of the plant alone, the resources required to complete
the task assuming that reference-task performance is used from
the present state to the end of the task. Referring to Figure 1,
where the SUMPM has been plotted against time, we see
tnat theta equals O at the end of the plant trajectory (at time T),
and that, at the beginning of the trajectory (at time t ) it equals
e final value of the SUMPM, The time derivative of theta, §,
is the rate at which "resources-to—-go" are required.

Equation (6a) allows us to examine the relationship between
Fand #. F, since it is a function of the control vector U,
can be thought of as the ratée at which resources are expended
whether or not the system is being controlled for optimal (or
reference) performance. On the other hand, #, since it is a
function of the state vector only, is an indicator of the "distance-
to~go" to complete the task. When optimal (or reference) control
is applied, the rate at which resources are expended is exactly
being offsgt by the rate at which resources are required, and
value of @ is equal to -F. Thus, when optimal (or reference)
control is applied, the value of the SYSPM equals O.

Equation (6b) merely emphasizes the state nature of
the SYSPM, by allowing it to be written entirc:ly in terms of the
state vector X. Thus, by means of equations (1) and (3) we obtain:

N .
P SYSPM = 3 a——gf. CXL,UL[X]) + FEX,L) )
7 =124 .
b
Eé:f: We have seen from our discussion of equation (6a) that the
; SYSPM equals O whenever reference control is applied. But we
r{ may also interpret this equation as a measure of the significance
pod of a deviation at any time from reference control. When system
? control errors occur which do not particularly affect mission
o performance, the value of the SYSPM will be very small,
s almost zero. Conversely, any large increase in the value
": of the SYSPM may be taken as a direct indicator that
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significant conirol errors are beirg made. Integrating the SYSPM
yieids, over the time interval chosen, a measure of the quality of
the system control.

At any time, it is always possible for the pilot (operator)
to set the SYSPM equal to 0 by simply selecting control values
which cause § to be equal to -F. The function § insures that
the correct (or reference) control results in performance that
minimizes the integral of F. Thus, the measure function removes
the dynamic lags of the controlled system from the performance
assessment. Naturally, the response of any system to actual
contrul changes does in fact depend on the system's dynamics.
The SYSPM simply removes this dependency from performance
measurement, and thus does not penalize system operators
because the system itself cannot change instantaneously.

The notion of removing the dynamics of the controlled
system (in this case the aircraft dynamics) is important because
it means that at each instant of time it is possible for the pilot
(operator) to provide a correct input - an input that will be
scored by the performance measure as correct. If we account
for the 0.2 to 0.5 second lag in human processing times, then
we can say that performance during successive .5 second time
intervals can be considered as independent. Thus we argue thatin a
second, two or more independent tests of operator performance are
administrated. Actual performances during successive intervals
may be correlated due to a correlation of the operator's control
policy but this correlation is due to the operator rather than the
other system dynamics.

The result of this measurement system permits evaluation
of performance as a function of system states or conditions that
would otherwise have to be aggregated over the total task in
a summary measure. This permits evaluation of the effect on
performance of factors that influence performance on only a
portion of the total task, or whose influence is not uniform over
the task, or are error related factors (such as size of the error).

In our discussion above, ¢ was defined in terms of F, given
optimal control over the system. In empirical development of a
system performance measure, the optimal control law is generally not
known in explicit form, and may never be known. In such cases, data

10
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from various levels of performance (levels to be determined

by the SUMPM) are collected, and an approximation to 4 is
developed. This empirically derived "resources-to—-go" function
might be termed the "resources-to—go-given-reference-
demonstrations—~of-performance” function.

Tqm .
- PP T ] '

—
Ntk

POy
LA

. o rd

h s
. o
LY o~

Y et

Fana A 3eat 5 Yom oy
>
C
PR O

TRk

ESCRACAS B

Y
o
o At

: ._..‘.‘-‘l
el

N

11

x -
&
Y]

I |



http://www.abbottaerospace.com/technical-library

|
]

|
it
.
.

g.

R > 23 s YOENE - 'Lt 00

ALF L

LR YN

2 & SRV T

g

4 A SN

T Ems 8 4 2

P A A

O BT il U s N e O

Cmat e, T See T MelaBe Ml BT 8T AT e TeeT e it o P e Yot m S e e e T e T e e ® AP N YL I A N M I P Sl i |

METHOD OF APPROACH

A brief presentation of the theory of performance
measurement used here is given. in a previous section. This
theory applies directly to situations where the factors limiting
the performance, equations of the controlled system (aircraft),
and performance criteria are known. A proof of the necessary
and sufficient conditions for optimality is given in Appendix A.

The method employed here used a somewhat different
approach which can be applied where performance demonstrations
are available but the demonstrations are not scored or ordered.
The method uses demonstration data to develop a model of the
system (aircraft) dynamics and performance criteria. To
accomplish this, the methods given in the appendix have been
adapted to a procedure whereby the demonstration data is analyzed
to develop a set of approximate aircraft equations and representative
pilot control policies. These equations and policies are used to
construct a measure which will indicate the convergence of at
least some performance demonstrations. The measure is then
tested and applied to all performance demonstrations so that
all demonstrations are scored with a consistent measure.

The specific approach was to construct a second order
performance model which measures performance according to
how well the pilot controls the second error derivative given
the error and its first derivative. For instance, in longitudinal glide
path control, the second derivative of the glide path error is
evaluated as a function of the glide path error and its first
derivative.

In qgeneral, a model of any order desired for a specific
problem cann be constructed. If it is known, for instance, that the
pilot's (operator's) controls .directly affect the first derivative of
the error, then a first order model should be used. The objective
is to use a model of an order that permits evaluation of a
derivative that can be or is rapidly adjusted by the pilot
(operator). The ideal model would permit evaluation of the
control element (throttle, control stick) as a function of system
state. However as will be seen it is desirable for computational
simplicity to evaluate performance of a variable which is dynamically
"close'" to the pilot's control elements, i.e., a variable that can be
rapidly modified by the gilot.

12
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! The subsequent paragraphs provided a description of
& the method of: formulating the aircraft model and solving for
the summary performance measure coefficients. Also, the
z';.'; method for developing the convergence indicator and system
performance measure (SYSPM) is also described. Note that

the convergence indicator is the cost-to-gu function (§) described
in the subsequent paragraph. After the presentation of the
theory, the results of the data analysis as well as results of
the comparative analysis task (Task C of the program) are
presented.

Specific Method of Approach

Take the set of plant equations as:

X 1= ><2 )]
><2 = —a><1 --b><2 + U (9)
where: X 1 ><2 are state variables and U is a control variable.

The index function is taken as:

t
R 1
5 1= / FQ< s Xy U) at ¢10)
Fx °
o where:
£ FzA X2+A %X X +A %X24+a U2 11)
W R B 271 72 3’2 4 - (
.,_\ and F ) O except at the origin. Conditions insuring that F 5 0
AN are that A,, A > 0 and the quadratic has imaginary roots. This
- 2
Lo requires that A2 < 4A1A‘3. (12)
A &
T The theory of optimality says that the control function
RS U which minimizes the function I must minimize ¢ at each
e point in the state space where:
26 °
¢ = S—X— Xi + F (13)
i 9%

13
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and @ is a function of the state variables to be determined. Thus,

20, .20 . -
¢ --ax1 Xy +a><2 (ax1 bx2 + U)

2 2 2
+A1 X, +A2 X, x2+A3 X, +A4 U 4)
20 29 2
T=——+2A4U,a—%=2A4>O (5)

The first derivative set equal to zero determines the
value of U for whiché¢ takes on an extreme value. Since the

second derivative is positive, that extreme value is the
v minimum value of ¢. Thus the desired value of U is:
e
Ut -
2Ry 2% (16)

The function 8 (X 4 X.) is determined such that the minimum
value of ¢ is zero. Ffu= U*, ¢ takes on its minimum value
for all t (t Dto ) (Where t_ is the initial time)and it is known

o STTTETY
e R P
L N LRI 0 SR AR PN

i (Elgerd,1967) that ¢ has’the form

i 0 =605, X)=B. X°+B. XX +B_ X2

b 1 2 1 27172 372 an
5 g——x’ =28, X, +B, X,

;i; 1 (18)
::5 3 9 _ B. X, +28_ X

s a - .

»: o 2 M 372 (19)
j:’ Substitution of the partials into the equation for ¢ and setting ¢
N = 0 yields

N
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B, =B, (A, A, Ay, A) (20)
B, =B, A, Ay Ay, A) 1)
By, = By (A, Ay, A, A (22)
also note that
U*=2;4g>0<2='2,;4 By Xy + 285 %) (23)

and the original set of differential equations become

X
"

1= % @4)

5 —a><1 - X2-2——A (B ><1 + 2 B3 2) 25)

X
]

which is a linear system.

It must be noted that the values of (A 4 A2, AS’ A4) must be

taken to insure that I and 0 are positive definite functions.

Next, the function selected for § must be entered into ¢
along with the equation for U, so that the values for By, By, Bag,
and A4, Ag, Az, Ay can beBdeter'mg\ed which set ¢ to 0. Since
a, b along with the ratios ﬁ— and K: are .determined from
flight data, values of 52’ B3 A 40 2 and b are used to determine

values for Ay, A,, Az and B, as follows:
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, = aB, o /2R, (26)
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2aBg + bB, + A,  -2B, @7)

A

I
S
A

+
'

A

T TV
s ers,
4 4

2
B b+ 22 _p @8)
3 A, 2

Vfr;:ll . . R .®
"l“" .’a A
w
[}

TE
4
a v sy

SETEEIG
™ » o a
i

PR RS
":"‘ LIN
RN

15

ST
NG
Lt A

¥

o fo

Lo relt's
€ um
|
t
L
5
3
1

o W ST R P e W WD M WL 5, W e W TN WD A YL o TR M TR e e e s ML TR e b ST m T AR R % S T NPT T M, T e S s ¢ AT B R ]

- Y - hANr - . .. A ¥ o S
B T O T T T N e el A el e =l - - aa o Y e " e -~ 3 a . -~ - - e T e R YL N,


http://www.abbottaerospace.com/technical-library

Tests are run to ensure that the following conditions are satisfied:

A >0, A >0

(29)
NG { 4A A
2 173 (30)
and
B,> 0 (31)
2
B,” (4B, B, @2

which ensures that the gquadratic forms have imaginary roots.
Conditions 31, 32 are easily satisfied since B, can be selected
to be any value desired. But then condition 30 must be checked

a g 2t -y - e .
LY A ,‘.l,.’,’;.“. ‘» ‘.: L
Y. SEFENRNE SR P RUCTRUAR R

- to ensure that it is satisfied.

o

[+ The procedure for establishing the measure forr Second order
2 control is to:

1. Identify the aircraft parameters a, b.

2. Identify the control equation parameters for
flight demonstrations selected as representative
of superior performance.

Note that Step 2 uses equation 16, i.e.,

- 1
* - ama—— 33
U* = (e ><1 +28_ X)) (33)

-8 B,

and — .
2A4 A4

to establish the values for the two ratios:
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3. Values Ay, Ag, Az, and B1 are selected to satisfy
conditions 28 and 30, 31. Then the performance
measure ¢ is determined from Egquation 14,
According to the theory given in the appendix,
the measure is equal to

¢ = A, © - u")2 34)

where

Ut = o— (BX, + 2BX,). (35)
4

Performance Measure Parameters

In order to establish the dynamics of the system, i.e.,
obtain coefficient values for Equation 9, and to obtain initial data
for reference control functions, four regression analyses were
used. One regression was used to oredict the second derivative (with
respect to time) of the glide slope error as a function of glide
slope error, its first derivative, and the throttle (control). A
similar regression used the second derivative of angle of attack
as the dependent variable and the angle of attack error, its first
derivative, and elevator as the independent variables. In equation
form the regression equations for glide path and angle of attack
control are (respectively):

A\
2
d GPE _ g 4k 94CPE Lk GPE+K, T (36)
1 2 dt 3 4
dt
A
d2 da
a —
' = K5+K6 pr +K7a + Kaae 37
at
where
17
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GPE is the glide path error

T is the throttle position

a is the angle of attack

6e is the elevator position

wAn indicates a predicted (dependent) value

for the :indicated variable

Samples of flight data were analyzed using the regression
analysis with the results shown in Tables 1 and 2. Table 1 is
for the longitudinal glide path analysis. One observation from
the Table 1 data, as shown in the right most column, is that
eventhough there is considerable variation in the constant Ky
and the throttle control coefficient, their ratio is relatively
stable. This ratio was interpreted to be the throttle offset
value such that if the throttle equals the offset value and the

* glide path error and error rate are zero, the glide path

acceleration is approximately zero. Thus the equation was
taken as:

2 K
d GPE _ _d GPE 1 ,
dt2 —K2 R +K:3 GPE+K4(T K4) @8)

Referring to Table 2, a sizeable constant appeared in the
angle of attack equation which except for one large value (file 26)
appeared to equal the desired a value plus an offset for the
elevator. Thus, the angle of attack equation was taken as:

2

da - da
"l Kg Gt Kg @ - 15+ K (8 = &) @9)

Considerable variations in coefficient values were found
as shown in Tables 1 and 2. From a control theory viewpoint the
control feedback coefficient for error rate should be nedative in
order to have a stable system without additional damping from

18
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TABLE 1. REGRESSION TABLE: GLIDE PATH DEVIATION

% Error Threttls Constant
Variance Rate ‘Error Control Control
File Explained Co?é‘gictent Co&faftcient Coﬁ':icient Con1tant (E(c.:e}?f{i:ient
11 46 .029 -.00458 -4.375 -2.821 .644
12 61 -.0088  -.00249 -12,7 -8.096  ,637
13 82 -.0043 -,008 -7.998 -5,234 .654
23 44 0202 -.014% - .568 - .435 765
24 54 .0677 -.0026 -6.138 -4.014  ,653
: 25 61 -.0198 -.00783 -3.559 -2.418 .679
:: 26 48 .038 -.00662 -2.886 - -=1.9183 .ee2
35 70 .0246  -.00887 -5.221 -3.519 .674
36 75 -.,0066 -.0038 -5.301 -3.496  .659
37 85 .049 -.0059 -3.096 -2.055 .662
38 51 .072 -.00983 -2.884 -1.851 .641
19
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TABLE 2, REGRESSION TABLE: ANGLE OF ATTACK

% Error Control Constant
Variance Rate Error Coefficient Error

File Explained Co?g'icient Co&fﬁicient (El?é(ator) C?Qstant %ose;ifécient
6 7 8 5 : 7

12 40 517 -.205 1.314 2.808 13.79
13 26 . 497 -.2238 3.619 3.146 13.34
28 22 .647 -.275 3.387 3.862 12.88
24 38 .462 -.228 4.123 3.08 13.1
25 48 414 -.216 3.893 3.082 5.8

26 39 .472 -.204 2.431 2.935 354.

% 35 35 .599 -.243 4.164  3.505 11.21
o 36 a1 .387 -.201 3.037  2.86 11.89
37 26 .429 -.098 -5.207 1.43 18.19

38 45 . 565 -.253 .056 3.681 21.25
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a4

the pilot's control policy. The inconsistent sign of the error
rate coefficient for flide path control was interpreted as due

to effects of both wind and oscillatory control of the aircraft.
Also, the positive value for the error rate coefficient for angle
of attack control was attributed to similar causes. It should
be noted that angle of attack control was typically oscillatory
of all flights.

Coefficient values representing an approximate second
order model of the aircraft were selected as typical for the
regression table values. For both the glide path and angle of
attack controls a stable (i.e., negative) coefficient value was
selected. However, as will be seen in the subsequent analysis,
a reference pilot control function must be selected so that the
resulting system is stable. As a result, almost any error rate
coefficient for the aircraft can be selected since it will be
compensated by reference pilot control function. In contrast,
the error coefficient which establishes the system natural
frequency is modified only moderately by the reference pilot
control function.

As a first step in establishing a reference control function
for glide path and a control via throttle and elevator respecitvely,
two additional regression analyses were run. These regressions
used throttle and elevator positions as the dependent variables and
the respective errors and error rates as the independent variables.
Results of these regressions are shown in Tables 3 and 4.
Referring to Table 3, the constant of approximately .65 is equal
to that found in Table 1 and was used as the offset for the throttle.
No offset was used for the elevator.

Coefficient values for the two reference control functions
are given in Table 5. Values for a and b were selected as
representative of those values obtained in the regression analyses.
Values for flight (file) 25 were used except that the error rate
coefficient was given a negative sign. Using the procedure outlined
previously, a value for Bo/2A, is determined from Table 5 along
with an initial value for B3z/2A,. However it was necessary in
both cases to. increase B3 (i.e., to provide more damping) for
the reference control in order to satisfy the realizability conditions
29, 30, 3%, and 32. Thus the flight selected as a reference (25)

21
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TABLE 3., REGRESSION TABLE: THROTTLE CONTROL

o % Error
% Variance Rate Error
- File Explained Coefficient Coefficient Constant

11

12

13

23

24

39

29

75

78

56

.00136

-.0085

.0011

.0068

.0003

.00013

.00055

.00408

.00132

-.669

_0669

25 12 .00152 000321 -.648
26 20 .0033 .00025 -.652
35 34 .00364 . 00064 -.641
36 45 -.00337 .000434 -.654

37 66 .00509 .00256 - 632

38 24 .0084 .00291 -,653
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TABLE 4, REGRESSION TABLE: ELEVATOR CONTROL

% Error Constant
Variance Rate Error Error
File Explained Coefficient Coefficient Constant Coefficient

12 20 .0286 .029 2.808 2.13
13 39 .0102 .0266 3.146 .869
23 37 .0082 .0239 3.862 1.14
24 18 ~.0096 .0167 3.08 911
25 5 .0065 .0058 3.082 791
26 1 .0064 -.00014 2,935 1.2
35 17 .0069 .0126 3.505 .841
36 21 -.0046 .0158 2.86 .943
37 12 .0377 -.0094 1.43 .275
38 24 .0581 ~-.0064 3.681 17.24

23
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TAELE 5., COEFFICIENT VALUES FOR THE REFERENCE

CONTROL FUNCTIONS
Glide Path Channel Alpha Channel
-2
- .72 x 10 - .216
- .2x10 " -.414
=5 -1
B x1, .325 x 10
.59 x 10°4 .153 x 10
.208 x 10~ 2 728 x 10°2
1.\0 1.0
~3 =
292 x 10 .22 x 10
112 x 1072 .454 x 10"
.4 x 10-1 o1
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did not exhibit a stable control as measured by the form of the
function (Equation 17) selected. Another functional form may
permit accepting that flight control as stable; but, for computational
simplicity the form of Equation 17 was used and the value of Bg
adjusted to satisfy the realizability conditions.
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ANALYSIS
Data

The data on carrier landings are available on S-track
magnetic tape and consisted of flights by four subjects each
performing on 12 flights. Each flight was performed on a
particular combination of glide path error display, and day/
night combination. Each display/time combination is defined
as a treatment and given a number as shown in Table 6. Thus
Treatment 1 uses a conventional display and day flights while
Treatment 2 uses a command display and day flights. Table 7
shows the treatment design applied to each subject trial in sequence.
The first subject trial used Treatment 1 (conventional display and
day flights). Trial 2 used Treatment 2 and so forth. It is seen
that each treatment is given to each subject exactly three times in
a randomized order.

TABLE 6. TREATMENT DEFINITIONS

Treatment Number Decent Rate Cueing Time
1 Conventional Day
2 Command Day
3 Conventional Night
4 Command Night

TABLE 7. TREATMENTS FOR SUBJUECT TRIALS

Subject Trial Treatments

-t b
0OV O~NOYGOL DN =
WA= =2 N0 HNV-=

-
n
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I Data Analysis Procedure

The analysis procedure is given in schematic form in
Table 8. The flight data which consists of samples of 22 variables, each
sampled 30 times a second, was analyzed by taking every 10th
I example., Since {:he performance measurement algorithm permits
" an immediate  evaluaiion of a sample, a score was developed
N for each (10th) sample (hereafter called "sample') for both glide
path control and angle of attack control. The scores were
classified according to three factors. One factor is the treatment:
display and time of day combination described previously.
Another factor is the horizontal distance from the landing deck.
This is divided into nine regions each of which is 1,000 feet
in length as shown in Table 9.

SN e DU S

LN

The third factor is an error/error rate cell as shown
in Figure 2. To simplify the calculations two categories of
error and error rate each were defined. Performance scores
were categorized depending on whether or not the absolute value
of glide path error was greater than or less than 15 feet.
Similarily, performance scores were categorized as a function
of the absolute value of the glide path error rate being greater
or less than 2 feet/second. The combination of error/error rate
categories leads to four cells as defined in Figure 2.

Taat 4 afk TR fetee &

PeeTeaT 8 ... .

) Return now to the description of the computational
I system as shown in Table 8. Each data sample was analyzed

to produce a score value. The scores were grouped accerding
to the three categories just described and collected for each trial.
Recalling that an individual flight (also referred to as a trial) is
: associated with only one treatment, the data for a trial represents
; the performance of one subject performing with one treatment

and the data is categorized by the error/error rate cell and
, range sector., It is possible of course to aggregate this data in
many different ways, such as combining performance of one
i subject according to overall treatment or by all subjects on one
treatment or any combination of the categories desired.
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TABLE 8. COMPUTATION SYSTEM

Scores for each subject**

for each combination of:

- sector
- error/error rate cell
Subject Trial* - treatment

. Scores for Subject #1 1
1 12
2 13

. Scores for Subject #2
2 24 ) ***
3 25
. : Scores for Subject #3
3 36
4 37

: Scores for Subject #4 y
4 48

*Trial analysis for each trial

**Analysis for each combination
- sector (9)
- error/error rate cells (4)
- treatments (4)

***Combined scores for each combination
- sector
- error/error rate cell
- treatment
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i TABLE 9. SECTOR DEFINITIONS

wala Tawa e

Horizontal Distance (in ft)
For Landing Deck
Sector Number Center Line (%)

1 x = 1000

PR RW Ed P S X2 Ay

I\

I 2 1000 < X 2000

3 , 2000 3000

A
X
I\

: 4 3000 4000

A
x
IN

‘ 5 4000

A
X
IN

5000

6 5000 6000

I\

7000

A
x
IN

7 6000

& 2 2 2 2 2 2 2

8 7000

A
x
I\

800C

2 2 2 2 22 22 2
A
x

9 8000
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<15 ft 1 4

Error

>15 ft | 2 3

Figure 2. Definition of glide path error and
error rate cells.

=

Recall that the score is developed as the control error
squared Eguation (34). It is recognized that even though the
control error may be normally distributed (and this is an
assumption), the squaring operation folds the negative control
error values onto positive values so that the distribution
becomes bounded on the lower end. Thus, the distribution
of the score values cannot be normal, but must be represented
by a distribution that is bounded on the lower and open on the upper
end. As a result, the standard deviation of sample values is
likely to be equal to or perhaps even exceed the mean score.

In addition to the development of sample scores, a
set of analyses were performed to evaluate average scores. for
individuals and to examine the effective treatment over the average
scores for all subjects. This procedure was to develop average
scores for each individual subject over the 12 trials he performed
and to categorize those scores according to the three factors
described previously. Note that the number of categories is
9(sector) x 4(error/error rate cells) x 4(treatments) = 144
categories.
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Analysis Steps

Analysis Step 1.

The purpose of Step 1 is to compute the mean, variance
and other parameters of the performance measure; and to summarize
performance in sectors within each data file (flight). This analysis
was performed for each flight using every 10th data sample which
provides a sample interval of 0.333 seconds. In addition to the
data documentation, the distribution of data samples is to be
determined.

It is not practical or desirable to print the results of all
48 flights. Instead Figure 3! presents the results of Flight 12 which
is the last flight for the first subject. The total number of
examples for this flight is 1,699 samples. Typically all flights
had approximately that total amount of samples; however, sampling
every 10th sample provided approximately 170 samples per flight.
Referring to the figure, the term Jcode = 1 indicates glide path
control while Jcode = 2 indicates angle of attack control. Scores
are assigned to one of nine sectors each of which correspond to
a 1,000 foot (horizontal) segment where Sector 1 is closest to
the landing deck (i.e., zero to 1,000 foot),

The data presented at the top of the figure are the mean
PM, the PM variance, as well as, the max and min PM for each
sector. Also presented is the max rate of change of § which
is a measure of the rate of convergence (or divergence) of the
flight trajectory to the glide path. If the flight trajectory is
convergent as measured by the resource-to-go function (4 )
then the maximum value of § would be negative. But the oscillatory
response of the aircraft provides some positive values for the
rate of change of @.

Note that a large penalty score is given in Sector 9 where
the penalty is considerably greater then that of other sectors. A
"start up” error in calculating derivatives caused the large penalty
score - it is not due to pilot performance.
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File data analysis (file 12).
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The lower part of the figure gives a result of a further
decomposition where each data sample score is assigned to a
sector and error/error rate category. The score shown is
the mean score for the indicated sector, error/error rate
combination along with the number of data samples in that
category. Also note that the large penalty, identified above,
which occurs in Sector 8 can now be seen to occur when the
error/error rate code is 4 - which corresponds to a small
glide path error and a2 large glide path "error" rate, i.e.,
the computaticnal startup error has been conveniently collected
in one cell.

Consider now the distribution of scores for each data
sample. For a first analysis it is assumed that the sampled
control errors are uncorrelated and are normally distributed
with a density function:

where 5
x is the error with a mean of zero and ¢ is the variance
of the error distribution.

The performance measure employs the transformation:

PM = aX2

so trhat the measure scores are not distributed normally but instead

the distribution is folded where the performance measure takes on
N only positive values. Papoulis (1965) gives the desired distribution
- density function as:
F 2
s U(PM -PM/2
PMy = (PM) e /2ae

- f
i: P e VQ »a PM
;-

4 €L

P
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Aesa el el
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where U(PM) is a unit step function such that

UPM) O for PM < 0

U(PM) 1 for PM 2 O

Note that this function is an experimental function but due to the

- division by yPM increases rapidly as PM approaches zero. Also
::ﬁ‘, due to the folding of negative control error values into positive

;-::‘ errors only a one tailed test is required in testing for significance.
Time available did not permit development of the sample statistics
l! using this density function. Thus to facilitate presentation of the
“Zi‘ results, the subsequent analyses will involve the mean of the

: score (PM) distribution.
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Analysis Step 2.
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Analysis Step 2 is the second step illustrated in Table 8
in which performance of all flights performed by each subject are
analyzed. The performance data are categorizad by three factors:
sector, error/error rate cell, and treatment, and are written
into computer files for subsequent analysis.

Results of Step 2 are shown in Figures 4, 5, 6 and 7
each of which corresponds to a particular treatment. For instance,
Figure 4 presents the results for the command/night treatment
combination for Subject 1 while Figure 5 gives the results for
the conventional/night treatment also for Subject 1. The figures
are believed to be self explanatory indicating sector, error/error
rate cell indicated under the column marked '"code", the number
of occurrences for that subject along with the mean PM score
and the score squared. The number of occurrences (N) has a
maximum value of 3 since each subject flew exactly three flights
in each treatment. However, N can be less than three if the
corresponding condition did not arise during that particular flight.
While some apparent differences can be detected by examining
different performance scores for different treatments, the purpose
of this analysis step was not to compare performance effects for
individuals but rather to provide an intermediate step towards
comparison of performance effects for all subjects. The data here
are presented as documentation of tnat step.
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Figure 4. Sector vs. error/error rate (code) analysis:
Subj: #1,command/night.
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Analysis Step 3.

This part of the analysis was to combine performance data
over all subjects for each cactegory cell and to calculate the mean
score and score variance.

Results of the analysis are arrayed in several ways.
First, the mean score and score variance for both glide path
and angle of attack control for all subjects are arrayed against
sector, error/error rate, and treatment as shown in Figures 8

Caibd ‘I-Y‘T

! and 9. These figures present data for Sectors 1 and 2.

E Second, as shown in Figure 10, performance data are
t organized by error and error rate versus treatment categories
o for Sectors 1 - 8 inclusive (Sector 9 was eliminated due to the
% large penalty error associated with it. Also Figures 11 thru 18
: show similar data for Sectors 1thru 8 respectivély. A similar

presentation of angle of attack control is given in Figures 19, for
sectors (1 - 8). Note that the error and error rate categories
correspond to glide path error and error rate in all the figures
so that even though the scores for angle of attack control for

a particular treatment are presented, the error and error rate
categories are determined for the glide path error and error
rates. This permits examination of the effect on angle of attack
control of an. error condition in glide path control.

it

Returning now to Figure 10, it is seen that the command
display supports improved performance over that of a conventional
display but the improved scores (i.e., lower penalty scores) are
achieved only for day light conditions and apparently only under

error and error rate conditions 1, 3, and 4. Apparently little is
;‘ gained with the command display when the glide path error is

o large but the error rate is small. Also, the improved performance
L of the command display over conventional display is not as evident
Eijﬁ in night landings as it is in day landings.

E But averaging scores over Sectors 1 thru 8 does not tell
"« the whole story. Turning to Figure 11 which gives scores for

! the ‘terminal sector, it is again seen that the command display

F;E provides improved performance over the conventional display for

P day landings but not for night landings. Note that error and error
o
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Glide Path Error/Error Rate

1 2 3 4
Small Large Large Small
Error Error Error Error
Treatment Small rate Small rate Large rate Larae rate
1 (Conventional/ .0516 .0155 . 0969 .0789
Day)
2 (Command/ .0264 .0145 . 0691 .0490
Day)
3 (Conventional/ .0267 .0270 .0644 . 0587
Night)
4 (Command/ .0245 .0200 .0412 .0449
Night)

Figure 10, Glide path control scores:
treatment vs. error/error
rate. (Sectors 1 - 8)
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Glide Path Error/Error Rate

»

g 1 2 3 4
¥ Small Large Large Small
) Error Error Error Error
‘ Treatment Small rate Small rate Large rate Large rate
1 (Conventional/ 177 - .895 .236
Day)
2 (Command/ .0563 - .343 .137
Day)
3 (Conventional/ .0728 .0161 .246 .150
Night)
4 (Command/ 0512 .0884 .163 .101
Night)

Figure 11, Glide path control scores:
treatment vs. error/error
rate. (Sector 1)



http://www.abbottaerospace.com/technical-library

o g g

-~ -
ISPV IS W TP S R RN SAPA A e

Treatment .

,,,,,,,,,
..............
---------------
PN

............
............

Glide Path Error/Error Rate

1 2 3 4
Small Large Large Small
Error Error Error Error

Small rate Small rate Large rate Large rate

1 (Conventional/
Day)

2 (Command/
Day)

3 (Conventional/
Night)

4 (Command/

Night)

Figure 12
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0226 .0241 0762 .0925
.0115 .00567 . 0281 .0476
.0165 .0134 .0352 .0608
.0207 .0107 .0483 .0558

Glide path control scores:
treatment vs. error/error
rate. (Sector 2)
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Glide Path Error/Error Rate

25 1 2 3 4

f Small Large Large Small
b Error Error Error Error
; Treatment Small rate Small rate Large rate Large rate
“ 1 (Conventional/ .0348 .0173 .0291 .0441
. Day)

! 2 (Command/ .0178 .0026 .0051 .0130
2 Day)

i

\

4 3 (Conventional/ .0189 . 0594 .0525. .0423
: Night)

| 4 (Command/ .0229 .0131 .0203 .0245
. Night)

:\:

Figure 13, Glide path control scores:
treatment vs. error/error
rate. (Sector 3)
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Glide Path Error/Error Rate

1 2 3 4
Small Large Large Small
Error Error Error Error
Treatment Small rate. ‘Small rate Large rate Large rate
1 (Conventional/ 0494 .0151 .0479 . 1050
Day)
2 (Command/ .0271 .0363 .0815 .0819
Day)
3 (Conventional/ .0136 . 0304 .1018 .0958.
Night)
4 (Command/ . 0298 - .0903 .0588
Night)

Figure 14, Glide path control scores:
treatment vs. error/error
rate. (Sector 4)
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- Glide Path Error/Error Rate
k 1 2 3 a
':._-_; Small Large Large Small
Error Error Error Error
Treatment Small rate Small rate Large rate Large rate
1 (Conventional/ . 0064 .0075 0192 .05630
Day)
2 (Command/ .0192 .0121 .0078 . 0221
Day)
3 (Conventional/ .0075 .0059 . 0201 ,0158
Nigitt)
4 (Cemmand/ .0175 . 0092 . 0061 .0209
Night)

Figure 15, Glide path control scores:
treatment vs. error/error
rate.. (Sector 5)
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Glide Path Error/Error Rate

1 2 3 4
Small Large Large Small
Error Error Error Erro -
Treatment Small rate Small rate Large rate Large rjat:e
1 (Conventional/ . 0264 .0170 .0196 .0114
Day)
2 (Command/ .0146 .0232 .0034 .0104
Day)
3 (Conventional/ .0245 . 0366 .0251 0256
Night)
4 (Command/ .0137 0153 .0167 .0083
Night)

Figure 16, Glide path control scores:
treatment vs. error/error
rate. (Sector 6)
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Glide Path Error/Error Rate

1 2 - 3 4
Small Large Large Small
Error Error Error Error
Treatment Small rate Small rate Large rate Large. rate
1 (Conventional/ .0359 .0176 .0529 . 0861
Day)
2 (Command/ .0367 .0327 .0700 .0738
Day)
3 (Conventional/ .0270 .0316 .0471 .0726
Night)
Night)

Figure 17. Glide path control scores:
treatment vs. error/error
rate.(Sector 7)
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! Glide Path Error/Error Rate
i Small Large Large Small
Error Error Error Error
Treatment Small rate Small rate Large rate Large rate
1 (Conventional/ .0069 .0110 .0171 .0030
Day)
2 (Command/ .0149 L0117 .0060 .0089
Day)
3 (Conventional/ .0134 .0238 .0254 -
Night)
4 (Command/ .0114 .0101 .0055 0142
Night)

Figure 18, Glide path control scores:
treatment vs. error/error
rate. (Sector 8)
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Glide Path Error/Error Rate

1 2 3 4
Small Large Large Small
Error Error Error Error
Treatment Small rate Small rate _Large rate Large rate
(Conventional/ .0470 . 0221 .0520 .0627
Day)
(Command/ .0408 .0345 .0598 .0592
Day)
(Conventional/ .0410 .0425 .0725 .0508
Night)
(Command/ .0394 .0245 .0309 .0540
Night)

Figure 19. Angle of attack control: treatment
vs. (glide slope) error/error rate.
(Sectors (1 - 8)
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rate (Category 2) (large error -nd small error rate) did not
occur in Sector 1 under the day condition. When large glide
path errors occurred,large error rates also occurred in the
terminal sector. The effect of the improvement with the
command display for day landings is more apparent in Sector 1
than it is when the data is averaged over all sectors.

T
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N LA

A Data for glide path control arrayed for Sector 2 is

- shown in Figure 12. Sector 2 is the sector that preceeds

Sector 1, the terminal sector, and it is useful to compare

flight performance just prior to terminal control with the

terminal control performance. We see a consistent trend in

the effect of the treatment factors but the errors are considerably
smaller than they are for Sector 1. Since the mean score values
in Sector 2 are similar to those obtained for Sector 1 thru 8,

it is apparent that overall performance along the glide path
degrades in almost all categories in Sector 1. This is probably
due to attempts by the pilot to make last minute corrections of
flight path errors. This characteristic often occurs in terminal
control problems but is not typical for experienced pilots. It is
typical for less experienced operators who anticipate the termination

e a2 e oasTy “oeta P

Ty
PRt

T
)
.

u of the problem and attempt to reduce errors rapidly by increasing
- the control gain - frequently resulting in an unstable,divergent

b control policy. Further, it is interesting to note that in Sector 1
8 .

; where small error and small error rates exist, the performance
< penalty scores are small for treatments: command/day and

conventional, command/night conditions. This suggests that as
noted previously, when Sector 1 is entered with small errors and
error rates, presumably the result of an experienced pilot's

control policy, the control policy is not changed during the final
sector.

An auto correlation analysis was performed to determine
the correlation of glide path control scores shifted T samples from
each other. T was varied from 1 to 10. Since samples were taken
at a rate of 30 times a second, each shift is equivalent to a time
difference of T/30 seconds. It was expected that correlations would
be high for small T with a reduction in the correlation coefficient
for increasing T. Results showed that correlation for T=1 was
high, being in the order of .95, But correlation values for larger T
shifts (2 through 10) droppéed to a low value - in the order of ,005.
Such a rapid reduction in correlation coefficient values, with in-
creasing T, cannot logically be attributed to the speed of response
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of the pilot because it is known that control elements were held
constant for longer periods, e.g., in some instances the throttle
was maintained at a constant level for several seconds. Thus

there is strong evidence that the system performance measure,
which adjusts the reference control as a function of the state
variables, presents independent problems to the pilot at each sample.
Additional study is required to investigate this issue since we can-
not expect a pilot (or other humazh operator) to respond to each
sample; but, if each sample is an independent test, then each flight,
which consists of many samples, will contain many independent tests.
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CONCLUSIONS CONCERNING CARRIER LANDING MEASURES

The method of measuring aircraft landing performance
by examining how well the pilot (operator) controis derivatives
of the error as a function of aircraft state (i.e., the error and
error rate) appears to be feasible computationally and also
offers several attractive features for the researcher. One
feature is that scores can be obtained from performance over
short intervals of time (intervals which are in the order of the
human response which is in the range of .2 to .5 seconds.
This frequent evaluation permits scoring in system state cells -
such as the sector and error and error rate cells used here,
as well as states that reflect status of other control channels
and perhaps status of secondary tasks. Also, the performance
data can be arrayed in individual treatment combinations or can
be summarized over any treatment combinations and subjects desired.
Thus, the performance measurement method provides a sensitive
measure since the effect of a treatment factor which influences
performance in only part of a mission or influences performance
in only some system states can be readily determined since per-
formance in each cell can be evaluated independently.

It should also be noted that any non-linear control
characteristics exhibited by the pilot can be investigated using
this performance measurement method. The method permits
evaluation of such non~linear characteristics such as control
saturation (e.g., maintaining aircraft roll angle at a fixed level
until the desired heading is achieved), asyrmmetrical control
(e.g., a tendency to reduce all errors to a small positive (or
negative) error before final correction), and offset (e.g., when
a small but nron zero error is maintained until the terminal portion
of the flight is reached where the small error is zeroced). It
should be noted that the mechanism for generating reference control
has been developed as shown in Connelly & Loental, 1974 to
include the non-linear control rules. And further, the "resources-
to—go” function (§) can be developed tc indicate the stability of
such non—linear systems,

Score comparisons over small/large error and error
rates suggest that the pilots may be using non-linear control
policy. The score differences suggest that a more fine grained
quantifying of scores in error/error rate cells may reveal the
non-linear pilot control role,
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RECOMMENDATIONS CONCERNING
CARRIER LANDING MEASURES

There are several additional analyses that should be
completec; but limited time did not permit completion of the
analysis here. These analyses are:

1.

The investigation of the rate at which independent
coritrol probtems that can be presented to an
operator (pilot). We can argue that since the

pilot has the opportunity to and is capable of
rapidly selecting the control that will give him

zero penalty; therefore, the data samples,
separated by a sufficiently large T, are independent
control problems. The question is however: How
large should T be to insure independent control
problems,

There is a need to investigate models of different
order than second order to evaluate the properties
of the reaulting measures.

There is a need to test the control law to determine

if non=linear control policies are used and to determine
if the measure should be modified to detect the effect
of any non-linear control policies.

There is a need to identify some flight data as
expert data so that the measure functions can be
developed from these flights. That methodology
would use a conceptually different approach then

the one used here and would involve the development
of the resource-to-go (§) by backwards integration
of an assumed performance function from the
terminal point back to each state in the problem
space.
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AIR-TO-GROUND MEASUREMENT PROBLEM

The air—-to-ground performance measurement problem
is to develop a measurement system for the positioning of an
aircraft to launch a weapon such as a rocket or bomb, or to
fire guns at a ground target. Particular aircraft approach
maneuvers may be desirable to minimize aircraft detection by
enemy forces and to minimize risk to the attacking aircraft.
The problem is characterized by the existence of multiple
mission segments where the terminal conditions on one segment
are the initial conditions for the subsequent segment.

Furthermore, the aircraft state at a successful weapons
launch is not a point in state space but rather is a hypersurface
of the state variables. This hypersurface reflects the functional
relationships among state variables that can exist at weapons
launch that permit a direct hit on the target: The function
representing the surface is

G) = K

where X is a vector of state variables. However, one or more

0 isolated points on this hypersurface may be preferred because of
- several possible reasons: one reason is that a particular launch
: point may result in least effect of variations in weapons systems
v characteristics.. A launch point may also be favored because the
H aircraft flight path leading to that point may minimize risk to the
aircraft.

PR
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. Yet another characteristic of this problem is that a
successful flight path (resulting in a target hit) and an unsuccessful

™

-
@
-

'
et

flight path (resulting in a substantial miss) may be similar. For
e example, aircraft motion along a preferred path but combined
- with an early or late weapons launch can lead to a substantial
_'-' miss. Measurement of this type of error is conceptually different
from measurement of flight path errors.
L'i Therefore in the air-to—ground weapons launch problem it
:-; is not possible to measure performance by establishing an isolated
j:: reference flight path and scoring flights according to the deviation
15 from that reference flight path. This is because:
i:,:
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There are many possible initial (entry) states for
each segment and there must exist a preferred
solution from each entry point. (Actually a
preferred solution exists from every point in the
state space -~ at some points the preferred solution
may be te abort the attempt and try again.)

Flight corrections toward suitable terminal
- (weapons launch) conditions from the present
N state must be scored as correct when it is

' actually possible for a suitable correction to
w be made.

3. Flight paths leading to a successful launch

X8E (i.e., a target hit) but not passing through the
.._. favored release point must be scored according
- to that result and also scored according to the

: flight path (e.g., a hit may have been achieved
x but the flight path used was not ideal from an
aircraft risk or low variance weapon performance
viewpoint).

i As a result, it is recommended that a system performance
S measure be developed for each mission to be used. The theory

of system performance measures was presented previously and
applied to the carrier landing problem: However, the procedures
for implementing the measure for the air-to-surface weapons
launch would be quite different. This is because there was no
flight designated as superior that could be used to develop a reference.
Instead a reference function was selected: For the air-to-surface
measurement problem, it is recommended that a systematic pro—-
cedure be used to establish the reference summary performance
measure and then to synthesize the system performance measure.
= The recommended procedure is as follows:

1. Develop mission segments and segment entry criteria
such as those specified by Vreuls & Sullivan (1982).
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k! 2. Determine for all segments and especially the segment

ending in weapon release or weapon firing, the ‘hypersurface leading
to success and the resulting miss from deviations from that surface.
= This can be done by analysis of weapons data and results compared

o to results of simulator flights.

F 3. Develop a summary measure. One part of a summary
measure will likely be the weapon miss distance (i.e., the function
» developed in Step 2 above). However, there are other factors to
» consider in the evaluation. Smooth coordinated flights, not requiring
rapid corrections at the end of a sector, and low risk flight as well
as accurate and timely navigation are also important. Thus to
develop a summary performance measure it is recommended that
test flights be flown demonstrating a variety of performance levels.
These flight demonstrations should be recorded so they can be
presented to a group of subject matter experts for a relative
ranking according to preference. Presumably time histories of
selected state variables plotted in "strip line" type plots would
serve as a suitable demonstration device.

It is expected that some disagreement would occur
among the experts as to the preferred relative ranking of the
X demonstrations. Such disagreerments usually indicate a lack of
an important variable in the documentation (e.g., the stidte space

V" needs to be increased ); or the mission specification has not

been adequately defined (e.g., the mission tactics aré to be changed
E because of the available jamming of defensive equipment, or the state
g of aircraft ammo and fuel supply). These disagreements tend to

o enhance the understanding of the problem and typically result in

& mission parameters being introduced into the summary measure.

W

=

A comprehensive summary measure is then developed

,..i as a function of the state variables that when applied to the

- - demornstration missions results in the same relative ordering as

E:Z-: the experts provided. (Note that this approach is quite different

éf?, from asking subject matter experts what they think is important to
Lfi performance measurement and then relying on that judgment.

— Instead, the subject matter experts are asked to order demonstrations
according to performance preference.) Mission parameters permit
L revised ordering based on mission conditions such as "if condition
- X is true, then the summary measure function is F1(S), if condition
X if false then the function is Fy(X)."
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PMA uses its MAP Processor (Connelly & Johnson,
1981) to develop the summary performance measure function.

4, Based on the summary measuire, the system per-
formance measure is synthesized by backwards integration of
the summary measure along solution trajectories in accordance
with the measurement equations given previously. The backwards
integration gives the "resources required to complete the mission"
(9) described previously.

The system performance measure is formed as the
sum of the rate of change of §, i.e., dg§/dt plus the rate of
change of the resources used according to Equation (6 ). This
is equivalent to specifying for each point in the state space a
reference set -of differential equations which provide the reference
change in the aircraft state vector as well as the penalty for
deviation from that reference -~ according to the summary per—
formance measure.

The system performance measure permits continuous
(or sampled) evaluation of flight performance at each point in the
state space.
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COMPARISON OF PILOT PERFORMANCE EVALUATION
WITH LINEAR PILOT MODELS AND
SYSTEMS PERFORMANCE MEASURE

A comparison of the nature and applications of linear
pilot models and systems perfocrmance measures is developed in
this section. First,the nature of the pilot models is considered
along with its application parameters. Next the models are con-
trasted with system performance measures in regard to applica-
tions. And finally, the relationship between the two entities is
developed.

An application of linear pilot modeling, given by
Jewell 1981, provides identification ¢of pilot dynamics 1n a carrier
landing problem. A carrier landing is a multi-loop control task
requiring control of glide path error via the throttle and control
angle of attack error via the elevator. Jewell (1981) identified the pilot
transfer function for the glide path and angle of attack channels.
He did not consider the lateral aircraft control channel. Results
reported by Jewell were the identification of the transfer function
gain coefficientsof the pilot glide path and angle of attack control
along with that of the crossover, or coupling, from throttle
movement to a compensating elevation movement.,

In order to understand these results and relate them
to performance evaiuation of the carrier landing task, it is
first necessary to: characterize the pilot modeling methodology,
list its assumptions, and relate its capabilities to that required
for the required performance assessment.

The linear pilot modeling method, which seeks to
characterize pilot transfer characteristics as a function of fre-
quency. is a construct baséed on. linear control theory. The
modeling theory has been well developed and is documented in
numerous references including the classic reference: McRuer and
Krendel 1957, Thé assumptions required to develop and use the
model are;:

:
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1. Pilot (operator) outputs are only a function of
the inputs.

2. Inputs are errors which (ideally) are to be
reduced to zero.

3., Mnadel output/input function is a linear function,
i.e., is not a function of the error or error
rate magnitude or other flight variables.

4, Pilot output/input function is <onstant over
intervals that are much longer than the air-
craft time constants,

The linear pilot model, hearafter referred to as the 'pilot
model', is seen to be a process model with parameters derived
from test data. I[f the model is to be used to asvaluate pilot

or system performance, the parameter values, once determined,
must be related to system performance in a separate analysis.
Thus, the model is not an end in itself, but could be an i{nter-
mediate step in development of a perforr,ance measure,

But the modeling technique has several fundamental

limitations when ‘used to support a: performance measurement
system, These limitations